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ABSTRACT 
 
This research paper predicts the period of mobilization of graduated student during their NYSC by detecting the 
frequent sub sequences in a sequence database and observing the values that a variable takes at a different time. 
This paper explores the application of Machine Learning for predicting of NYSC mobilization period. Numerous factors 
or factors affect the prediction of the time series such as the pre-mobilization period, the year, batch and registration 
period served as the variable used for predicting. The data for the study was obtained from various website like 
www.nairaland.com, www.portal.nysc.org.ng, www.nigeriaschool.com.ng, www.myschoolgist.com, www.myschool.ng, 
www.hotnigerianjobs.com, www.corpr.com.ng, www.myjobmag.com, www.aaua.edu.ng, www.ngcareers.com, 
Preprocessing steps were adopted to convert the data into a usable form. After this, the Autoregressive Integrated 
Moving Average (ARIMA) model was built, the data were split into training and testing data and the model was 
evaluated giving an accuracy of 86.8%.  
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1. BACKGROUND TO THE STUDY 
 
The NYSC was established in 1973 as a post-civil-war strategy in Nigeria, with a view to promote the development of 
common ties among the youths of Nigeria and the promotion of national unity. Despite the fact that the NYSC was 
established in Nigeria’s military regime as a strategy to ensure reconstruction, rehabilitation, and reconciliation of 
Nigeria’s post-war economy, it remains relevant and an apex youth organization in Nigeria’s democratic era, that 
enforces the policies of national development through the mobilization, deployment, and development of youth 
capabilities (NYSC, 1999, 2008; Bodley-Bond and Cronin, 2013). As the joint second longest standing national youth 
programme in sub-Saharan Africa, the relevance of the NSYC scheme cannot be overemphasized as it stands a critical 
platform that links educated Nigerian youths to places of employment (Bodley-Bond and Cronin, 2013). 
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The mobilization of eligible youth participants in the NYSC scheme is carried out by the National Directorate while the 
State Committees under the authority of State Coordinators are responsible for deploying mobilized corps members to 
places of critical national and community development needs (Olutola, 1979; Marenin, 1989b, 1990). At the grassroots 
level, the operation of the scheme is supervised by the State Zonal Officers and the Local Government Inspectors 
(NYSC, 1999). On average, the NYSC programme mobilizes an average of 250,000 graduates for national service and 
community development (FMYD, 2013a). Mobilization of corps members is guided by two policies: deployment and 
posting policy. This research is to predict the period of mobilization of graduated student during their NYSC by detecting 
the frequent sub sequences in a sequence database and observing the values that a variable takes at a different time. 
 
Statement of the Problem 
Studies have shown that time forecasting have contiguous observations, such has one observation each hour, day, 
month or years. A time series where the observations are not uniform over time may be described as discontiguous. 
The lack of uniformity or the observations may be caused by missing or corrupt values. The demands and yearnings 
of graduating youths to meet up with service year as at when due, cannot be over-emphasized. However, many of 
these expectations fall short of fulfillment because of the unpredictability of NYSC posting period and its non-alignment 
with the academic calendar of higher institutions of learning. 
 
Objectives 
The following objectives was achieved: 

i. Extensive reviews of related literature; 
ii. Extraction of 10years NYSC mobilization period data; 
iii. Evaluation of collated data using ARIMA model. 

 
2. THE ARIMA MODEL 
 
The ARIMA model is a conventional time series model that was proposed by Box and Jenkins in 1970 and is referred 
to as an ARIMA model, a Box-Jenkins model or a B-J model. It consists of three basic model forms: (1) the Moving 
Average model MA(q), in which q is the order of the moving average; (2) an autoregressive model AR(p), in which p is 
the order of the autoregression; and (3) the autoregression Moving Average model ARMA(p,q). The first two model 
forms are special cases of the third model form; that is, MA(q) can be viewed as ARMA(0,q) and AR(p) can be viewed 
as ARMA(p,0). If the difference in the surveillance series constitutes ARMA(p,q), the series model is referred to as the 
ARIMA(p,d,q) model. 
 
The ARIMA model has been widely used in econometrics. Over the past several years, it has also attracted more 
attention for the surveillance and early warning of infectious disease. In practice, the ARIMA model is used to fit 
surveillance series data {yt}, calculate the corresponding expected value and early warning limit, and then determine 
whether an alarm should be triggered. The following steps are used to build this model: 
 
Step 1: Determine and handle series stationarity. The B-J model requires that the surveillance series {yt} is a stationary 
series; that is, the mean and variance for the series do not vary with time. In other words, the mean of the series is 
constant at all time points, and the covariance of the surveillance data at two time points is only related to the length of 
time. If the mean of the surveillance series is not a constant value, data should be used to transform the non-stationary 
series into a stationary series. For a series in which the mean is not stationary, the difference method can be used. For 
a series in which the variance is not stationary, square root transformations and other methods can be used. 
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Step 2: Identify and estimate the model. Series characteristics are needed to identify orders p, q, and d for the model. 
Indicators that are used to identify these orders include the autocorrelation (ACF), partial autocorrelation (PACF) and 
inverse autocorrelation functions (IACF). The order q for autoregression can be identified through PACF and 
IACF; and the order p for the Moving Average can be identified through ACF. After the orders are identified, the 
model parameters can be estimated using the nonlinear least square or maximum likelihood methods. 
 
Step 3: Diagnose the model. After estimating the parameters, the model should be further diagnosed and can only 
be used with proven rationality. In fact, model diagnosis conducts a series of tests for the residual error. The residual 
error of a “satisfactory” model should have the following characteristics: (1) The mean of the residual error should 
not significantly differ from 0. A t-test can be used to test this assumption; (2) The residual error should be subject to 
a normal distribution, which can be evaluated with a Kolmogorov-Smirnov test; and (3) The residual error series 
cannot be autocorrelated, which can be determined with a Box-Ljung test. 
 
Once a rational early warning model is constructed according to the above three steps, the model can calculate the 
expected value and confidence limit. The confidence limit is based on a normal distribution. Early warning is 
determined by comparing the expected value and upper limit of the confidence interval. Currently, many standard 
statistical software applications are can be used to calculate the ARIMA model, such as SAS, Stata, Python and 
Minitab. 
 
Watier et al. (1991) used the Seasonal Autoregressive Integrated Moving Average model to analyze the bio 
surveillance of salmonellosis . The following expected model was constructed: 
 
(3.28)ɛɛyt−yt−12=αyt−1−yt−13+ɛt+βɛt−12  (1) 
 
In the equation, yt is the number of cases at time t, and ɛt is the seasonal difference random disturbance term at time 
t. Before fitting a model, it is important to first identify the historical outbreaks that are included in the surveillance 
series, and the non-outbreak expected value can be used to replace the monitored value during an outbreak to 
eliminate the impact of the historical outbreak on the model. Then, seasonal fluctuations can be adjusted, the 
prediction limit is calculated according to one-step forecasting, and the upper limit is used as the early warning 
threshold. In 2007, Feng et al. used the ARIMA model to analyze the monthly incidence data for modifiable reports 
of infectious diseases in Mainland China from 1995 to 2004 (Feng et al., 2007) and constructed an ARIMA time series 
model. After identifying, fitting, and testing the model, the ARIMA (0,1,0)(0,1,0)12 model was selected as the optimal 
model, in which the variance for fitting the residual error is 2.28 and the mean absolute error of extrapolation and 
prediction is 0.34. 
 
Although the ARIMA model is highly promising, there are several challenges in applying this method in CIDARS. For 
example, the steps to build this method are very complex, as there is a need to identify and diagnose the stationarity, 
order, and residual error of the series. Additionally, the robustness of the model is poor and significantly restricts the 
application of this method in CIDARS. 
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Conceptual Model 
 
The conceptual model is presented below  

 
 

Figure 1: Conceptual model for ARIMA model 
 
3. METHODICAL DETAILS 

 
The model is a conventional time series model that was proposed by Box and Jenkins in 1970 and is 
referred to as an ARIMA model. Sequential pattern mining is a data mining in which a frequent pattern 
of sequence is generated from the database. The following procedures are followed to ensure the 
successful implementation of the work: 
 
i. Data Collection: Data collection as part of the methodology for this study entails going online and 

surfing the internet to get/download the past NYSC Mobilization time table from various website. 
After getting the time table of the NYSC mobilization period was extracted the predictive attributes 
are further extracted: 

i. Pre-Mobilization Period: this period the NYSC board Collate and store Senate/Academic 
Board approved result lists from Corps Producing Institutions. Vetting/screening of the 
uploaded data of the Prospective Corps Members (PCM). Collation of the Signature 
Specimens from Corps Producing Institutions 

ii. Registration Period: this the period where by all prospective corps whose names appear 
in the Senate/Academic Board Approved Result lists submitted by their Institutions enroll 
for registration on the NYSC portal. 

iii. Post Mobilization Period: this is the period where prospective corps member after 
undergoing orientation programme are posted to their various Primary Place of Assignment 
(PPA). 
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Table 1 below shows the component extracted which are: Pre-Mobilization Period, Registration Period 
and Post Mobilization Period 

 
Table 1: Extracted Data. 

 
S/N Year Batch Pre-Mobilization Registration Period Post Mobilization 
1. 2009 B 15th – 16th April, 2009 4th – 15th June, 2009 4th – 6th August 2009 
2. 2010 A 19th Nov, 2009 1st Dec 2009 – 8th Jan, 2010 30th March, 2010 
3. 2010 B 30th March, 2010 12th April -19th May, 2010 27th July, 2010 
4. 2010 C 10th August, 2010 16th Aug -15th Sept, 2010 16th November 2010 
5. 2011 A 25th November, 2010 1st Dec 2010 - 25th Feb, 2011 30th March 2011 
6. 2011 B 12th April, 2011 1st April -14th June,2011 26th July, 2011 
7. 2011 C 9th - 10th August, 2011 15th August- 14th October, 2011 6th December 2011 
8. 2012 A 13th December, 2011 12th Dec, 2011- 15th Feb, 2012 27th March 2012 
9. 2012 B 17th to 20th April 2012. 2nd to 4th June 2012 30th July 2012 
10. 2012 C 4th - 6th Sept, 2012 1st August- 5th October, 2012  27th November 2012 
11. 2013 A 16th January, 2013 10th Dec, 2012- 26th Feb, 2013  26th March 2013 
12. 2013 B N/A 25th June, 2013  6th August 2013 
13. 2013 C N/A 5th November, 2013  26th November, 2013 
14. 2014 A N/A 9th Dec, 2013 - 14th Feb, 2014  1st April, 2014 
15. 2014 B 6th - 9th June, 2014 14th April, 2014 - 11th July, 2014  26th August, 2014 
16. 2014 C N/A 20th August – 12th October, 2014  25th November, 2014 
17. 2015 A N/A 2nd March - 4th April, 2015  26th May, 2015 
18. 2015 B 21st – 24th July 2015 8th September – 9th October 2015 16th Nov.2015 (stream 1) 

14th Dec, 2015 (stream II) 
19. 2016 A 5th - 9th January, 2016 8th - 28th February, 2016 13th May, 2016 (Stream 1) 

6th June, 2016 (Stream II) 
20. 2016 B N/A 17th October – 12th November 

2016 
14th Dec, 2016 Stream I 
Jan, 2017 Stream II 

21. 2017 A N/A 17th April - 12th May 2017 14th Jun, 2017. (Stream I) 
13th Jul, 2017 (Stream II) 

22. 2017 B N/A 23rd Oct to 12th Nov 2017 N/A 
23. 2018 A 5th - 9th March 2018 26th March - 8th April 2018 N/A 
24. 2018 B N/A 2nd July, 2018. N/A 
25. 2018 C N/A 23rd Oct -12th Nov.2018 N/A 
26. 2019 A N/A 4th – 19th March 2019 16th April, 2019 
27. 2019 B 14th – 18th May 2019 1st June – 12th June 2019 9th July 2019 (stream I) 

10th Sept (stream II) 
28. 2019 C 7th - 12th October, 2019 21st October - 1st November, 2019 26th Nov 2019 (stream I) 

19th Dec 2019 (stream II) 
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ii. Data Preparation: Data preparation is the process of cleaning and transforming raw data prior to processing 
and analysis. The dataset gather from the internet is inconsistent, and/or lacking in certain behaviors or trends, 
therefore it needs to preprocess in order to carry out an accurate prediction. 
The follow steps were followed in the pre-processing of the data 
Step1: gather the data 
Step2: the data is transformed by generating the weeks differences from the dates, this is done by calculating the 
amount of it takes before the next pre-mobilization period and registration period. 
Step3: check for missing values, then the ‘replacing with mean value’ method is used to handle the missing values 
Step4: the data is then stored in Microsoft Excel Spreadsheet which will be imported into our python code. The table 
below shows the days differences between the dates. 

 
Table 2: Weeks Difference. 

 
S/N Year Batch Weeks Difference (PM) Weeks Difference (RP) 
1. 2009 B        0             0 
2. 2010 A 31.3 25.8 
3. 2010 B 18.9 19 
4. 2010 C 19.1 18.1 
5. 2011 A 15.4 15.4 
6. 2011 B 19.8 17.4 
7. 2011 C 17.1 19.5 
8. 2012 A 18.1 17.1 
9. 2012 B 18.1 24.8 
10. 2012 C 20.1 8.7 
11. 2013 A 19.2 18.8 
12. 2013 B 20.3 28.2 
13. 2013 C 21.3 19.1 
14. 2014 A No Data 5 
15. 2014 B 18.4 18.1 
16. 2014 C 16.5 18.4 
17. 2015 A 15.6 27.8 
18. 2015 B 15.7 27.2 
19. 2016 A 20.3 22 

20. 2016 B 18.4 36.1 
21. 2017 A 19.3 26.1 
22. 2017 B 15.3 27.1 
23. 2018 A 20.3 22.1 
24. 2018 B No Data 14.1 
25. 2018 C 18.2 20.5 
26. 2019 A No Data 19 
27. 2019 B 62.2 12.8 
28. 2019 C 21 24.8 
 



  

 
 
 
 
 
 

19 
 

Computing, Information Systems & Development Informatics Journal  
Vol. 13  No. 4, December 2022 -  www.isteams.net/cisdijournal 

 
 

 

 
Figure 2: Source Code for Processing the Data 

 
 
Data Analysis: This process we use sequential pattern mining for analyzing the sequential time, to discover 
statistically relevant pattern of the pre-mobilization dates and registration dates, and then making the data stationary 
by applying differencing and using the lags of the data to predict the future of outcomes, thus ARIMA model is applied 
following the architecture as shown in Figure 5. 
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Figure 3: Detailed Architecture 
 
4. IMPLEMENTATION 
 
The model was implemented on Window 10 pro OS, Intel core i5 processor, 2.4Ghz, 4GB RAM using Python 
programming language on Jupyter Notebook IDE (Integrated Development Environment). 
 
4.1 Implementation Phase Autoregressive Integrated Moving Average 
The first step in building the ARIMA model is by checking if the data is not stationary. We do this by running nd ADF test 
to check for the p-value, if the p-value of the test is less than the significance level (0.05) then you reject the null 
hypothesis and infer that the time series is indeed stationary. So, in our case, our P-Value < 0.05 therefore the data is 
indeed stationary. Since P-value is lesser than the significance level, we will need to determine the value of d 
(Differencing required) 
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Figure 4: Finding Order of Difference  
 

 

 
 

Figure 5 Differencing plot 
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Figure 6 Partial Autocorrelation Graph 
 

For the above series, the time series reaches stationarity with two orders of differencing. But on looking at the 
autocorrelation plot for the 2nd differencing the lag goes into the far negative zone fairly quick, which indicates, the 
series might have been over differenced so, we are going to tentatively fix the order of differencing as 1 even though the 
series is not perfectly stationary (weak stationarity). 

 
4.2 Identification Of Model 
We need to the identify the number of AR and MA needed for the model to identify if the model needs any AR terms. 
We have to plot inspecting the Partial Autocorrelation (PACF) graph to find out the required number of AR terms needed 
for the model. It is observed that the PACF lag 1 is quite significant since is well above the significance line, slightly 
managing to cross the significance limit (blue region). So we are going to be conservative and tentatively fix the p as 1. 
Just like how we looked at the PACF plot for the number of AR terms, we will look at the ACF plot for the number of 
MA terms. An MA term is technically, the error of the lagged forecast. 
 

 
Figure 7: Auto-correlation Graph 

 Figure 9 Residuals Graph 
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Figure 8: Residuals Graph 

 
 

Just one lag is well above the significance line. So, we tentatively fix q as 1. When in doubt, go with the simpler model 
that sufficiently explains the Y. 
 
4.3 Building The ARIMA Model 
Since we have determined the values of p, d and q, we have everything needed to fit the ARIMA model. We use the 
ARIMA implementation in stats models package and the plot the residuals to ensure there are no patterns (that is, look 
for constant mean and variance). The residual errors seem fine with near zero mean and uniform variance. The next 
step is to plot the actuals against the fitted values using plot predict. 

 

              
Figure 9: Actual vs Fitted 

 
 

                  
Figure 10: Reverse Future vs. Actual 
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Since the predicting forecast is above the actual therefore, we have a good model. 
 
4.4 Model Summary 

 
Table 4: Model Summary 

ARMA Model Results 
Dep. Variable: 28 
Model: 

PMWD 
 

ARMA(1, 1) 

No. Observations: 
 

Log Likelihood 

 
-102.051 

Method: css-mle S.D. of innovations 9.244 
Date: Mon, 20 Jan 2020 AIC 212.103 
Time: 05:36:23 BIC 217.431 
Sample: 0 HQIC 213.732 
 

coef std err z P>|z| [0.025 0.975] 

Const 20.1047 1.675 12.001 0.000 16.821 23.388 

ar.L1.PMWD -0.8873 0.239 -3.720 0.001 -1.355 -0.420 
ma.L1.PMWD 0.7991 0.267 2.989 0.006 0.275 1.323 

Roots 

 Real Imaginary Modulus Frequency 

AR.1 -1.1270 +0.0000j 1.1270 0.5000 

MA.1 -1.2515 +0.0000j 1.2515 0.5000 

   
 

  

 
It is seen that the Akaike Information Criterion (AIC) value is a 212.103 and the Bayesian Information Criterion (BIC) is 
217.431, this has a minimum. With the AR and MA been less than 0.005, it implies that the model is a good one. 

 
4.5 Model Metrics 
The commonly used accuracy metrics to judge forecasts are: Mean Absolute Percentage Error (MAPE), Mean Error 
(ME), Mean Absolute Error (MAE), Mean Percentage Error (MPE), Root Mean Squared Error (RMSE), Lag 1. 
Autocorrelation of Error (ACF1), Correlation between the Actual and the Forecast (corr) and Min-Max Error (minmax). 
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Figure 11:Reverse Future vs. Actual 
 
 

The Mean Absolute Percentage Error (MAPE) is around 13.2% which implies the model is 86.8%. 
 
5. INTERPRETATION AND DISCUSSION OF RESULT 
 
In this study, the ARIMA (1,0,1) was the best candidate model selected for making predictions for up to 5 years for 
NYSC Mobilization period using a 10 years' time series data. ARIMA was used for the reasons of its capabilities to 
make predictions using a time series data with any kind of pattern and with autocorrelations between the successive 
values in the time series. The study also statistically tested and validated that the successive residuals (forecast errors) 
in the fitted ARIMA time series were not correlated, and the residuals seem to be normally distributed with mean zero 
and constant variance. Hence, we can conclude that the selected ARIMA(1,0,1) seem to provide an adequate predictive 
model for the NYSC mobilization period. While training and testing dataset by splitting the time series into 2 contiguous 
parts and Out-of-Time cross-validation which take few steps back in time and forecast into the future to as many steps 
you took back, all the figures show good results, i.e. the ARIMA model generates an outputs with an error of 13.2% 
which gives an overall prediction accuracy of 86.8%. The model is therefore valid.  

 
6. SUMMARY 
 
The ability to predict NYSC Mobilization period would be of great importance and benefit to Nigerian Institutions. 
Knowing the next mobilization period has often been a great deal to educational body, with the Implementation of 
machine learning using Autoregressive Integrated Moving Average (ARIMA) in predicting the future outcome of the 
Time series, identifying the number of AR and MA needed for the model and removal of seasonality from Time series 
is also useful in getting the accurate result needed. The implementation of the work was carried out using PYTHON 
programming language. The aim of this research was to predict the next NYSC mobilization period based on the past 
date at which the mobilization period started. 
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7. CONCLUSION AND RECOMMENDATION 
 
This research work shows how reliable the ARIMA model is, considering the performance (accuracy score) of the 
model on the series of data gathered. The results of the study also show that, ARIMA model is an optimized approach 
for time series prediction. The research and output evaluated shows that ARIMA is resource intensive in terms of 
computational time and memory. This model was developed to assist institutions in Nigeria to meet up and get ready 
for the next mobilization period of NYSC using sequential pattern mining and time series analysis using ARIMA model 
with the intention to get the best result.  
 
8. CONTRIBUTION TO KNOWLEDGE 
 
Autoregressive Integrated Moving Average approach for increased efficiency and effectiveness in time series analysis 
to provide better results in predicting the possible outcomes. 
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