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ABSTRACT 
 
Prior to now, cyber attackers use malwares with hard-coded domain names stored in the malware 
binaries that communicate with a command and control (C&C) servers to launch cyber-attacks on 
their victim computers. Malware attacks such as botnets and ransomwares are some of the most 
prevalent forms of these attacks. As soon as a system is infected with a malware (either a botnet or 
a ransomware), one of the most essential components is to establish a secured communication with 
the botmaster (i.e., the malware author), through a C&C server. However, with a simple reverse 
engineering technique, cyber security experts could detect and block these domain names, hence, 
denying them the ability to communicate with the C&C servers and from receiving further instructions 
from the botmaster.  This led to cyber criminals developing the Domain Generation Algorithm (DGA) 
technique, which algorithmically generate thousands or more candidate’s domain names for 
communication with the C&C server, thereby obfuscating the domain names of these malwares and 
making it difficult for cyber security experts to detect or block these domain names. This paper 
therefore proposes an ensemble machine learning technique for the detection and classification of 
algorithmically generated domain names (AGDNs) leveraging the combined strength of 4 different 
machine learning algorithms: Naïve Bayes, SVM, Random Forest and CART. The models were trained 
twice, first with 4 features and thereafter with 10 features. In order to effectively utilise the result of 
the predictions, we used a voting-based ensemble approach, where the final classification is decided 
by the majority vote of the algorithms. Result of the research shows that the Naïve Bayes model 
performed better than all the other models with an accuracy of 97.54% when trained with 10 
features and 95.99% when trained with 4 features.  
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1. INTRODUCTION 
 
The world today relies so much on information technology in all facets. Cyber attackers leverage 
on this reliance to launch sophisticated cyber-attacks to compromise the integrity of data and 
information and to wreak havoc on victim computers. Using the DGA technique, cyber criminals 
generate a large number of malicious pseudo-random domain names within a short period of 
time. Thereafter, the attackers then use one of these domain names to resolve the Domain 
Name Service (DNS) address of the C&C server and to establish a secure communication with 
the attacker. Once this communication is established, the malware sends/receives 
data/instructions with the attacker.  
 
Thereafter, the attacker seizes complete control of the compromised system and spreads 
malware (either a botnet or a ransomware). After the malware has been spread and the system 
or network hijacked, the botmaster uses the compromised system or network to target single or 
multiple computers within the network with the aim of either stealing confidential data or 
information, disabling or hijacking the system or network or using the breached system or 
network as a launchpad for further attacks. These attacks could be either distributed denial of 
service attacks, man in the middle attacks, phishing attacks, SQL injection attacks, etc. The 
research begins by extracting comprehensive set of features from the domain names. 
thereafter, the 4 algorithms were trained individually to make predictions. The models were 
trained and evaluated using a large dataset of domain names data.  Results of the research 
shows the ensemble machine learning model having a high accuracy level with improved 
detection performance and reduced false positives. 
 
2. RELATED WORKS 
 
Wang et al. (2016) proposes a DGA botnet detection mechanism using the feature-based 
characteristics of social networks. In their proposed research, a filtering module, a clustering 
module, and a group identification module made up their suggested model. The filtering module 
separates known domains from unknown domains, the clustering module groups the hosts into 
a particular DGA algorithm and the group identification module identifies whether or not a 
candidate group belongs to a malicious domain or a normal domain. Abbink and Doerr (2017) 
investigated how well existing DGA detection algorithms performed when the domains produced 
by these DGAs were real dictionary words that are very similar to common or benign domain 
names. The outcome of their research shows that changing DGA names from randomly selected 
letters to dictionary words would have a considerable impact on the effectiveness of current 
DGA detection models.  
 
Furthermore, Yang et al. (2018) proposed a random forest classifier for classifying wordlist-
based DGAs that makes use of manually collected characteristics such as word frequency, part-
of-speech tags, and word correlations. The outcome of this research shows that the random 
forest classifier was capable of accurately predicting and categorising the domains as either 
benign domains or harmful DGA domains. Wang and Guo (2021) describe a botnet based DGA 
which generates domain names by concatenating words randomly chosen from specific 
dictionaries to form malicious domains.  
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They presented a deep learning architecture to generate domain names that are difficult to 
distinguish from benign domain names. Their proposed method tried on some known classes of 
DGA malwares such as the Bamital, Banjori, and Suppobox.  
 
Although several research works have been carried out on DGA detection and classification 
techniques as discussed above, most of them merely considers some common classes of 
botnets form their training and testing data sets. Also, most of the previous works done on DGA 
detection uses the Alexa top one million domain names data as their benign training dataset. 
Additionally, these research works further uses known features of these domain names in 
classifying them as either malicious domains or benign domains. This research however, 
combines both botnets and ransomwares DGA malwares and seeks to provide an ensemble 
machine learning approach for its detection and classification. The research further uses a 
different training dataset, i.e., the Cisco Umbrella top 1 million most visited domain names. 
furthermore, the research uses attributes that were extracted from the domain names data itself 
in trying to classify and detect whether a domain name is benign or malicious.  
 
3. DATA COLLECTION AND FEATURE EXTRACTION 
 
The training dataset for this research comprised 601,200 datasets, from which 200,000 are 
normal or benign domain names data, while 401,200 are maliciously generated DGA domain 
names data. The research uses the Cisco Umbrella top one million domain names data as test 
data for the benign or normal domain names.  On the other hand, the malicious domain names 
training data was downloaded from DGArchive which is a collection of maliciously generated 
domain names by various classes of malware DGAs. It is offered by  Fraunhofer FKIE and 
administered by Daniel Plohmann. The malicious training data comprised of 3 different classes 
of DGA botnets and 2 different classes of DGA ransomware families. The Table below presents 
the summary of the dataset used for this research.  
 
Table 1: Sample Training Dataset 

Malicious Sample Training Data 
S/No DGA Family Sample Data Size 
1 Conficker 100,000 
2 Bamital 100,000 
3 Banjori 100,000 
4 Cryptolocker 100,000 
5 Dicrypt 1,200 

Normal/Benign Sample Training Data 
1 Cisco Umbrella Top 1M  200,000 

Total 601,200 
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4. METHODOLOGY  
 
The methodology adopted in this research works was similar to the Cross-Industry Standard 
Process for Data Mining (CRISP-DM) model as shown in Figure 1.  
 

 
  Figure 1: Cross-Industry Standard Process for Data Mining (CRISP-DM) model 
 
Figure 1 shows the design overview through which this project was conducted. The problem was 
first investigated through a review of the existing literature to understand what have been done 
on DGA detection, how it was done, and the gaps existing. Thereafter, the test dataset was 
downloaded, pre-processed, and prepared before the model was trained and thereafter 
evaluated. The research was implemented using the R programming language. 10 features were 
extracted from the domain names data to help in classifying them as either benign or malicious 
domains. Some of the features extracted are the length of the domain name, whether or not it 
has numbers, special characters.  
 
After the training data has been pre-processed for training, 4 different machine learning models 
were deployed for this research. The models were; naïve bayes, support vector machines, 
random forest and classification and regression tree model. Additionally, the models were 
trained twice; first using only 4 features and with a training dataset of 300,000 randomly 
selected out of the 601,200 available training datasets, and then, with 10 features and 
300,000 randomly selected training datasets. The data was split into 80% training data and 
20% for validation. The models were also trained using 10-fold cross validation for efficiency.   
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5. RESULTS DISCUSSION 
 
Table 2 and 3 below shows the summary of the results obtained by all the models as well as the 
training time for the models.  
 
Table 2: Summary of the results of the Models  

Model Accuracy Sensitivity Specificity Detection 
Rate 

Balanced 
Accuracy 

Naïve 
Bayes 

10 
Features 

97.54% 97.48% 100% 94.92% 93.74% 

4 features 95.99% 90.15% 100% 96.93% 95.07% 
SVM 10 

Features 
94.50% 98.36% 96.80% 92.28% 97.58% 

4 features 95.03% 98.89% 97.44% 92.78% 98.16% 
Random 
Forest 

10 
Features 

95.02% 99.05% 96.96% 92.69% 98.00% 

4 features 94.99% 98.71% 97.52% 92.43% 98.12% 
CART 10 

Features 
96.64% 97.42% 95.76% 91.58% 96.59% 

4 Features 93.99% 98.71% 97.52% 93.43% 98.12% 
 

Table 3: Summary of the time taken for model training/model predictions 
Model Training Time  Predictions Time  

Naïve Bayes 10 Features 1 min Instant within seconds 
4 features 1 min Instant within seconds 

SVM 10 Features 6 hrs 1 min 
4 features 4 hrs 1 min 

Random 
Forest 

10 Features 6 hrs 1 min 
4 features 5 hrs 1 min 

CART 10 Features 2 mins Less than 1 min 
4 Features 1 min Less than 1 min 

 
5.1 Speed-Accuracy Trade Off 
According to Zimmerman (2011), the speed-accuracy trade-off describes the complex 
relationship between a model’s slow execution time and a model’s ability to make fewer errors 
in its predictions, as compared to a model’s fast execution time, and relatively making errors in 
its predictions. While both the speed of a model as well as its overall performance are important 
considerations in choosing a best fit model, there must be some kind of trade-offs between the 
speed and accuracy when comparing two or more models together as the output of the models 
may vary depending on many varying circumstances.  
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As regards to the accuracy of the models, there is no much of a difference in the results of the 
models when trained with both 4 and 10 features respectively albeit using same training dataset 
and same computing resources as shown in table above. However, there is a huge difference in 
the execution time of the models or models training time as shown in table 3 above. 
 
6. CONCLUSSION AND FUTURE WORK 
 
This research seeks to develop an ensemble machine learning technique for the classification 
and detection of algorithmically generated domain names. The research uses 4 different 
machine learning models. The models were trained using 4 and 10 features respectively with 
300,000 randomly selected training datasets. While all the models performed excellently well 
in terms of accuracy with all the models having an accuracy level of more than 90%, some 
models performed better especially as regards the execution time. Also, no malicious domain 
name was wrongly classified as benign by the Naïve Bayes model when trained with both 4 and 
10 features respectively. This is, however, not the case with SVM and Random Forest models 
where some malicious domain names were wrongly classified as benign domain names. From 
a security perspective, it is better for a model to wrongly classify a benign domain name as a 
malicious domain than for a malicious domain name to be wrongly classified as benign domain, 
as this could result to serious security breaches with severe consequences. Hence, the Naïve 
Bayes model is hereby considered the best fit model in this research both in terms of its speed 
of execution and accuracy level, and thus recommended for deployment. The future work for 
this research work could be implemented using live domain names data as training datasets.  
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