
                                                                                                                                                               

   

 

307 

 

       

    

Vol. 2, No. 2, June, 2016 

 

Information on Image Compression Using Cosine Transformation 
without Content Degradation 

 
Abdullah K-K. A.  

Department of Computer Science 
Olabisi Onabanjo University 

Ago Iwoye, Ogun State. Nigeria. 
+2348060046592,  

uwaizabdullah9@gmail.com 
 

Robert A.B.C.  
Department of Computer Science 

University of Ibadan 
Ibadan Oyo State. Nigeria 

abc.robert@ui.edu.ng 
+2347033701248 

ABSTRACT 
 
Compression is an act of reducing the size of data or information, however, information compression minimise the 
size in bytes of file content without degrading the quality of the information to an unacceptable level. The reduction in 
file size allows more information to be stored in a given amount of memory space. It reduces the time required for 
information to be processed over the Internet or Web pages. In this paper, we demonstrate and critically discuss 
information compression using Cosine Transform with dimensions that are not in binary  form even though 
compression factor are the same, performance would not remain the same for different images. 
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1. INTRODUCTION 
 
Compression reduced the quality of data in representing file and image content without degradation in quality of 
original information content.  The influence of information compression on image and computer graphics applications, 
particularly those generating digital photographs and other complex colour images can generate very large file sizes. 
The problem faced on storage space and the requirements to speedily transmit information on image data over the 
Internet have therefore led to the development of different techniques of image compression. This reduces the 
physical size of files, local, global mean square error and increase the qualitatively the perception visualization of high 
and low contrast text pattern. Using quantization frequency compression method may not achieve the objective due 
to lack of standard in compression quality scales. The methods of information compression are classified into two 
categories namely: Lossy and Lossless Compression. Cosine Transform would be used for the compression of the 
information on images with a lossy compression.  
 
The Cosine Transform works by separating information on image into differing frequencies during a step called 
quantization where part of compression actually occurred. However, the less important frequencies are discarded, 
hence the term lossy is achieved. According to Kumar et al., [1] described information  on compressing image using 
Discrete Cosine Transform with lossy compression techniques and data loss did not affect the image clarity. The 
most important frequencies are only used to retrieve the information on the image in the decompression process. As 
a result, reconstructed information on the image contain some distortion, however, the level of distortion is adjustable 
[2]. Cosine Transform (CT) offers a new paradigm for information compression on image such as transmission of 
large images over the internet, maximum usage of resources and transmission of images over the internet in lesser 
time. Compression ratios changes significantly among compressed images but the use of fixed compression 
parameter may lead to statistical reduction in detecting an average compression ration.  
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2. RELATED WORKS 
 

Some compression techniques have been developed to compress images without degrading the content which are 
based on Cosine Transform with binary form most especially 8 x 8 matrices [3]. In [4], compression analysis on binary 
form was used to compute the Discrete Cosine Transform (DCT). This algorithm was comprehended using Matlab 
code and modified to perform better when implemented in hardware description language.  However using 
wavelength technique can also examine a set of wavelet function for the implementation of image compression but 
the image compression information content was assessed and compare with cosine transform [5]. It shows that it 
provide a good reference for application. Furthermore, Fractal Image Compression (FIC) [6] and Partitioned Iterated 
Function Systems are widely used techniques prior to the advent of Cosine Transform for real world image 
compression due to the inherent fractal nature of many natural images [7].  
 
Fractal encoding is a mathematical process to encode any given image as a set of mathematical data that describes 
the properties of the image. Fractal encoding relies on the fact that all objects contain information in the form of 
similar, repeating patterns called attractor. The encoding process of an image is given by approximating the smaller 
range blocks, from the larger domain blocks until an affine contractive map is found. The number of transformations 
required for approximate in any given image depends on image complexity. The encoding process has intense 
computations, since large number of iterations is required to find the fractal patterns in the image. Fractal 
Compression still provides a high degree of compression.  
 
Actually, compressed image size does not generally increase linearly with increase in image size; it increases at a 
lower rate. Compression is non symmetrical that is the time taken for encoding process is more than the decoding. 
The decoding process is much simpler as it interprets the fractal codes into the image. Decompression takes 
significantly less time than compression [8]. With Cosine Transform [9] that widely used lossy form image 
compression is centred on the Discrete CosineTransform (DCT) and is reversible .The DCT works by separating 
images into parts of differing frequencies and the energy compartment can be represented within a relatively 
narrowed range frequency. 
 
2.1 The Encoding Cosine Transform  
The 2-D CT [10] for input data size MxN is defined as follows: Given a time domain data sequence f(i,j) , where 0≤ i 
≤M-1, 0≤ j ≤ N-1, the transformation of the sequence into a frequency domain data sequence F(u,v), where 0 ≤ u ≤ M-
1, 0≤ v ≤ N-1 is defined by the function in the equation for DCT as: 
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Where:  

M = Input row data set, 
N = Input column data set. 
x = Row Index time domain where 0 ≤ u ≤ M-1, 
y = Column index time domain where 0≤ v ≤N-1. 
i =Frequency row index  
j = Frequency column index  
D(i,j) = Domain frequency coefficient 
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Decoding the compressed image is done by using Inverse Cosine Transform (ICT) which is given as 
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In equations 1 and 2 define nxn CT and considered M and N are considered to be the same as 256 (8x8). In image 
compression the input data set is usually partitioned into basic square blocks of data.  
 
3. PROPOSED METHODOLOGY 

 
The proposed method would still use the same process as in the literature to calculates the entry (i,j

th
) of the 

transformed image from the pixel values of the original image matrix. For the study, a 10 x10 matrix block would still 
be used for N equals 10 where r and y range from 0 to 9, therefore D (i,j) would be as in Equation 3. The 
methodology includes the following processes: Implementing the Cosine Transform equation by breaking the image 
into 10 x 10 blocks of pixels. A Cosine Discrete is applied to each block of pixels. However, quantization process is 
applied to compress each block. Then the array of the compressed blocks constitute the image is stored in a reduced 
amount of memory space. Decoding the compression process, the image is reconstructed through decompression, a 
process that uses the Inverse Cosine Transform (ICT). 
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Cosine Transform is designed to work on pixel values ranging from –128 to 127 for 8 x 8 image compression, the 
original block are “leveled off” by subtracting 512 from each entry.  This results in the following matrix M 
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The Cosine transform is resulted in matrix multiplication in equation 5       
 
D=TMT

l  (
5)

 

 

The equation 4 matrix M is multiplied on the left by the CT matrix T and this transforms the rows.  However, the columns are 

then transformed by multiplying on the right by the transpose of the CT matrix. This yields the following matrix result. The block 

matrix now consists of 100 cosine transform coefficients, jiD , , where i and j range from 0 to 9.   
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3.1 Quantization Process 
 
The resulted 10x10 block of CT coefficients is ready for compression by quantization process. This would enable the to decide 
on the quality levels ranging from 1 to 100, where 1 gives the poorest image quality and highest compression, while 100 gives 
the best quality and lowest compression. As a result, the quality/compression ratio can be tailored to suit different needs. 
Human visualization are used for subjected which resulted into JPEG standard quantization matrix. With a 50 quality level, the 
matrix renders high quality compression.   
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A scalar multiple of JPEG standard quantization matrix can be used for If however, another level of quality and 
compression is desired, scalar multiples of the JPEG standard quantization matrix may be used for quality level 
greater than 50 but with less compression, higher image quality. For standard quantization matrix to be achieved, it is 
multiplied by 100-quality level divide by 50 and for less than 50 quality and more compression, lower image quality, 
the standard quantization matrix is multiplied by 50/quality level.  
 
The scaled quantization matrix is then rounded and clipped to have positive integer values ranging from 1 to 255. 
Quantization is then achieved by dividing each element in the transformed image matrix D by the corresponding 
element in the quantization matrix, and then rounding to the nearest integer value. In this study, quantization matrix 
level 50 i.e. Q50 is used. 

Cij = round  
Qij

Dij
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Note that the coefficient situated near the upper-left corner correspond to the lower frequencies to which the human 
eye is most sensitive of the image block while the zeros represent the less important, higher frequencies that have 
been discarded, giving rise to the lossy part of compression. As stated earlier, only the remaining nonzero coefficients 
will be used to reconstruct the image. 
 
3.2 Decompression 
Reconstruction of image is by decoding the bit stream representing the quantized matrix C. each element of C is then 
multiplied by the corresponding element of the quantization matrix originally used. 
 

jijiji CQR ,.. ×=  
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The ICT is applied to matrix R, which is rounded to the nearest integer. However, 512 is added to each element of the 
result, giving the decompressed JPEG version N of the original 10x10 image block M. 
N = roundup(T

l
 RT) + 512 
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4. RECOMMEDATION 
 
The result shows that compressing image in binary form show a remarkable 70% of the CT coefficients were 
discarded prior to image block decompression/reconstruction. While the decompressed matrix has higher coefficient 
than the original matrix, this implies that CT coefficients were not discarded. Furthermore, in the decompressed 
matrix negative values gives a bad image if used to compress an image.  
 
5. CONCLUSION 
 
Compressing Image with information content using Cosine Transform (CT) was implement using Scikit Learn tool 
(SKLEARN) and has gone a long way because it is becoming more refined and increasingly high, It has been noticed 
that a CT of higher matrix is better for compression but has to be run in binaries in other to have a better quality 
compression  that is the matrix be in binary form2

2
, 2
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 or 2
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