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ABSTRACT 
 
In the world of data mining, the k-means clustering algorithm is regarded as one of the most effective 
and well-liked methods. Although the approach is widely used, it does have certain drawbacks, such 
as issues with centroids' random initialization, which might result in unforeseen convergence. 
Moreover, the number of clusters that must be determined in advance for this type of clustering 
method is what determines the distinct cluster forms and outlier effects. The inability of the k-means 
algorithm to accommodate different data formats is a basic issue. This work used Halstead Complexity 
measure to find the software complexity of k- means algorithm. K-Means algorithm was written in C++, 
C#, and Java programming language. The software complexity of C++, C#, and Java programming 
language was evaluated using Halstead Complexity measure. The result obtained was compared in 
order to discover the complexity of all the different implementation languages. Three different codes 
of K-means algorithm were written in C++, C# and Java programming language. Halstead complexity 
measure was used to evaluate the different implementation structures of programming languages for 
comparative analysis of complexity measure. Comparatively, the results showed that Java 
programming language performed better than C++ and C# in vocabulary of program, estimated 
program level, effort to generate program and programming time. In this work, it was discovered that 
Java has the smallest elementary mental discrimination time to construct a program which is 15.426 
seconds when compare to the others. Key information about software testability, dependability, and 
maintainability may be predicted using complexity measurements from computerized source code 
assessment. 
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1. INTRODUCTION  
 
The attribute or state of being complicated is called complexity, according to Ricardo (2014). To 
determine what it entails for a program to be complicated is the first obstacle to overcome when trying 
to comprehend software complexity. When anything has numerous pieces and those parts interact 
with one another in many ways, a higher level of emergence than the sum of the parts results, this is 
referred to as something being complex. The only area in which scholars concur is that there is no 
universally accepted definition of what constitutes "complexity." But it is feasible to characterize what 
is complicated (Ricardo, 2014). The basic aim of complex systems theory is the investigation of 
complex relationships at diverse scales. According to Basili (1980), complexity is a measurement of 
the resources used by a system in interaction with a piece of software to carry out a certain activity. 
The runtime and storage needed to complete the computation can be used to quantify complexity 
when the interacting system is a computer. If the interacting system is a developer, complexity is 
determined by how challenging it is to carry out activities like coding, debugging, testing, or software 
modification.  
 
The interplay between a program and a programmer operating on the programming chores is 
sometimes referred to as software complexity (Basili, 1980). Software development entails building a 
software system based on specifications. Due to the complexity of requirements, software system 
projects frequently change. In order to better understand user needs or get rid of mistakes, software 
projects are altered or adjusted. Consequently, it is said that software systems are complicated (Arpna, 
et al., 2012; Edward et al., 2007). The process of creating and updating software systems is called a 
software life cycle. Every activity and product required to create a software application is included in 
the software life cycle. The intricacy of software systems makes life cycle models useful for helping 
developers manage it. To make software development processes more noticeable and controllable, 
life cycle models reveal these processes and their dependencies (Bruegge et al., 2012); Bruegge et 
al., 2014; Bruegge and Allen, 2010; Charles et al., 2006).  
 
As a result, achieving a high level of equality is challenging. Since it was understood that software 
development is a difficult process, software metrics have been a crucial tool. Software quality has 
been a growing need for decades as a result of its complexity, and several meanings have appeared 
for software quality during the course of the development of software. Several quality characteristics, 
including accuracy, dependability, effectiveness, efficiency, integrity, usefulness, maintainability, 
testability, portability, reusability, flexibility, and interoperability, should be present in a software 
product (Chin-Yu et al., 2012; Norma and Biemman, 2014). Software complexity is defined as "the 
extent to which a system or component has a design or implementation that is difficult to comprehend 
and confirm" (IEEE Std, 1998), meaning that the complexity of a piece of code is directly related to 
how easy it is to understand. Complexity is caused by all the elements that make a program challenging 
to comprehend. Software complexity also serves as a gauge for the time and effort required to create, 
comprehend, and maintain a piece of code; the more complicated the code, the longer those times 
and efforts will take (Kakesh and Gurvinder 2011).  
 
Results based on actual items demonstrate a relationship between the system's complexity and the 
amount of failures. A software system's complexity is a measurement of the resources it uses when 
its component elements work together to complete a job. Complexity is connected to the amount of 
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time and hardware capabilities needed to complete the job if the engaging entity is a computer. The 
complexity of an interaction depends on how challenging it is to code, test, and alter the software, 
assuming the interacting element is a developer (Edward 2014). It is considered that a greater level 
of code comprehension is necessary for creating and altering software systems. Higher 
comprehensibility means a lower level of program complexity, which makes testing simpler. Given that 
complexity is a term with several interpretations, complexity and program length have a high 
correlation. Maintainability is the most important aspect of software quality (Jyoti and Rajder 2017). 
The code should be clear to developers so they can maintain a software system effectively. In a 
nutshell, it is crucial to reduce complexity in order to produce high quality. Program metrics are 
employed to address software complexity.  
 
The quantity of resources used during computing is guaranteed by a dynamic complexity measure, 
whereas a static complexity measure quantifies the size or structural complexity of an algorithm 
description, such as the number of nesting do loops Nouh, et al (2017). Metrics are complexity 
indicators since they highlight a number of flaws in a complicated software system. Software metrics 
are therefore essential to the software development process since they allow for the estimation of 
quality. A number of software attributes are quantified using metrics for software complexity. Without 
employing any measurements, it is often very difficult to produce high-quality programs or to 
streamline the development process. Multiple metrics exist, each focused on a different complexity 
component (http://www.stsc,hill.af.mil/resources/tech docs/gsam3). To gauge the quality of its 
software systems, prominent corporations like Hewlett-Packard, AT&T, and Nokia utilize a variety of 
criteria (Sommerville, 2004).  
 
Software metrics are one type of measuring system that may be used to enhance software 
development procedures and software outcomes (Norma, 2014). They offer numerical data on the 
improvement and verification of software development procedures (Ignaaro et al., 2015). You cannot 
manage what you cannot measure, according to (DeMarco, 1986), which is why software metrics are 
used. Measurement is necessary to keep track of and enhance software quality. Software complexity 
is described by McCabe et al. as "one branch of program metrics that is centered on precise 
measurement of software properties, as opposed to indirect software measurements such as project 
milestone status and reported system faults" (McCable and Waston, 2010; Olabiyisi, et al., 2013). 
Metrics fall under the control and predictor categories. Software processes are the subject of control 
metrics, whereas software products are the subject of predictive metrics. Estimates for control metrics 
include effort, time, and faults. Conversely, predictor metrics evaluate the amount of structures and 
characteristics in a code (Bernard2012). 
 
2. METHODOLOGY  
 
The Halstead complexity metric is used in this research to examine the software complexity of the K-
Means algorithm implemented in three distinct programming languages. The following approaches will 
apply: K- Means algorithm was written in C++, C# and Java programming languages, evaluate of the 
software complexity of the different K-Means algorithm programming languages was carried out as 
well as the comparison of the three programming languages under consideration. 
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3. MOTIVATION OF STUDY 
 
Comparing numerous criteria including effort, time, maintenance, cost, dependability, and 
comprehension is a common practice in software metrics. Metrics are essential for a number of 
reasons, including evaluating a program's readability, testability, maintainability, and development 
procedures. One of the most potent and well-liked data mining methods in the scientific community is 
the K-means clustering algorithm. Nevertheless, despite its widespread use, the technique has certain 
drawbacks, such as issues with centroids' random initialization, which causes unanticipated 
convergence. In addition, the user must first choose k (the number of nodes). Only numerical data may 
be handled by K-means. K-means makes the assumption that each cluster has about equal quantities 
of observations and that we are dealing with spherical clusters. The inability of the k-means algorithm 
to accommodate different data formats is a basic issue. Any clustering study must always provide the 
value of k, which is dependent on the K-means technique. Different k numbers for clustering will 
eventually provide various outcomes. 
 
4.  SOFTWARE COMPLEXITY OF C++ USING HALSTEAD COMPLEXITY MEASURE  
 
The software complexity measure is as shown in Table 1. It contains the list of operators and operands 
for C++ 
 
Table 1: The list of operators and operands for C++           . 

Operators Occurrences  
n1  N1 
= 17 
++ 8 
< 11 
+ 1 
- 1 
== 1 
abs() 2 
  
Operands Occurrences 
n2 N2 
3 1 
100000 1 
10 1 
1 4 
0 10 
25                                                                             3 
100 4 
K 5 
I 30 
J 15 
numbers 7 
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Operators Occurrences  
kvals[] 3 
prevKvals[] 1 
steps 3 
addition[][] 5 
count 1 
groups[][] 2 
Min 3 
groupnum 3 
value 2 
Sum 1 
Ok 2 
nums[] 5 
n2 = 24 N2 = 112 

 
This is the corresponding calculation for C++ : 
 
N=N1+N2=153 in this case when N1=41 and N2=112. 
 
Program vocabulary: n1+n2=7+24=31 
 
Volume     V = N* log2 n 
       =153*log2 31=757 bits. 
 
The estimated program length N of the program 
       = 7 log2 7+24 log2 24 
                   = 7*2.81+24*4.58 
                   = 19.67+109.92=129.59 
 
Estimated program level 
 
L= 2/n1*n2/N2=2/7*24/112= 0.061 
 
V*= V*L=757*0.061=46.177 
 
E= V/L= D*V 
 
=757/0.061=12409.83 
 
Therefore, 12409.83 is the elementary mental discrimination are required to construct the program. 
T= E/B= 12409.83/31= 400.317 seconds = 7minutes  
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5. SOFTWARE COMPLEXITY OF C# USING HALSTEAD COMPLEXITY MEASURE  
 
Table 2 provides the software complexity measurement. It includes a list of C #operators and 
operands. 
 
Table 2:   The list of operators and operands for C# 

Operators  Occurrences  
n1 N1 
= 9 
< 2 
++ 1 
* 4 
/ 1 
+ 2 
  
Operands Occurrences  
n2 N2 
seed.Count  1 
1 1 
6 1 
R 1 
X 3 
Y 3 
I 3 
Operators  Occurrences  
rand  4 
new Random();  1 
max_r 3 
num_points  2 
seed_num 3 
Theta 3 
Seeds[] 2 
N2 = 14 31 

 
This is the corresponding calculation for C# : 
The length of the program is N=N1+N2=50 where N1=19 and N2=31. 
N1+N2=6+14=20 is the program's vocabulary 
Volume     V = N* log2 n 
       =50*log2 20=216.09 bits. 
 
The estimated program length N of the program 
       = 6 log2 6+14 log2 14 
                   = 6*2.584+14*3.807 
                   = 15.504+53.298=68.802 
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Estimated program level 
L= 2/n1*n2/N2=2/6*14/31= 0.150 
V*= V*L=216.09*0.150=0.324 
E= V/L= D*V 
=216.09/0.150=1440.6 
 
Therefore, 1440.6 elementary mental discrimination are required to construct the program. 
T= E/B= 1440.6/20=72.03 seconds = 2minutes 
 
6.  SOFTWARE COMPLEXITY OF JAVA USING HALSTEAD COMPLEXITY MEASURE  
 
Table 2 displays the software complexity metric. It includes a list of the Java operators and operands. 
Table 3:   The list of operators and operands for Java 

Operators  Occurrences  
n1 N1 
< 7 
+ 1 
= 11 
{ 4 
} 4 
++ 1 
; 10 
, 9 
Operators  Occurrences  
. 7 
: 1 
// 1 
n1 = 11 N1 = 56 
  
Operands  Occurrences  
n2 N2  
Double sum 1 
Centroid 1 
Record  3 
Distanc 4 
entry se 1 
get value() 1 
return s 1 
1000 1 
  
n2 = 8 N2 = 13 
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This is the corresponding calculation for Java: 
N1 is 56 here, while N2 is 13. N=N1+N2=69 is the program length. 
Program vocabulary: n1 + n2 = 11 + 8 = 19 
 
Volume     V = N* log2 n 
       V=69*log2 19= 293.10 bits. 
 
The estimated program length N of the program 
       = 11 log2 11+8 log2 8 
                   =11*3.4594+8*3 
                   = 38.0534+24=62.0534 
 
Estimated program level 
L= 2/n1*n2/N2 = 2/11*8/13= 0.01 
V*= V*L=293.10*0.01=2.931 
E= V/L= D*V 
=293.10/0.01=293.1 
 
Therefore, 293.1 elementary mental discrimination are required to construct the program. 
T= E/B= 293.1/19=15.426 seconds = 1minute 
 
7. RESULTS AND DISCUSSION 
 
Having evaluated the software complexity of K- means algorithm using Halstead complexity measure, 
three (3) different codes of K-means algorithm written in C++, C# and Java programming language 
were analyzed. Halstead complexity measure was used to evaluate different implementation 
structures of programming languages for comparative analysis of complexity measure. Halstead 
Complexity Measure written in C++ is depicted in Table 4 whereas Halstead Complexity Measure 
written in C# is depicted in Table 5 and Table 6 shows the Complexity of Halstead Complexity Measure 
written in Java and Table 4.4: The Complexity Comparative of Halstead Complexity Measure written in 
C++, C# and Java. 
 
Table 4:  The Complexity of Halstead Complexity Measure written in C++ 

Complexity Values 
The program length 153 
Vocabulary of  program 31 
Volume of  program  757 
Estimated program length 129.59 
program level 0. 061 
Effort to generate program 12409.83 
Programming Time 400.317 
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Table 5: The Complexity of Halstead Complexity Measure written in C# 
Complexity Values 

The program length 50 

Vocabulary of  program 20 

Volume of  program  216.09 

Estimated program length 68.802 

Estimated program level 0.150 

 

Effort to generate program 1440.6 

 

Programming Time 72.03 

 
Table 6: The Complexity of Halstead Complexity Measure written in Java 

Complexity Values 

The program length 69 

Vocabulary of  program 19 

Volume of  program  293.10 

Estimated program length 62.0534 

Estimated program level 0.01 

Effort to generate program 293.1 

Programming Time 15.426 

 
Table 7: The Complexity Comparative Table of Halstead Complexity Measure written in C++, C# and 
Java. 

Complexity C++ C# Java 

The program length 153 50 69 

Vocabulary of  program 31 20 19 

Volume of  program  757 216.09 293.10 

Estimated program length 129.59 68.802 62.0534 

Estimated program level 0. 061 0.150 0.01 

Effort to generate program 12409.83 1440.6 293.1 

Programming Time 400.317 72.03 15.426 
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8. RECOMMENDATION 
 
This research compares the difficulty of software developed in C++, C#, and Java using the Halstead 
complexity measure and the K-Means technique. It is recommended that Java programming language 
gives the smallest elementary mental discrimination time required to construct the program. 
 
 
9. CONCLUSION 
 
Numerous software attributes are quantified using software complexity measures. The automated 
analysis of the source code may be used to forecast important information about the software systems' 
testability, reliability, and maintainability using complexity metrics. It was found that java has the 
smallest elementary mental discrimination time to construct a program which is 15.426 seconds, 
compare to the others. While C++ has the largest or complex elementary mental discrimination time 
to construct a program compare to the other programming languages which is 400.317 seconds. 
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