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ABSTRACT

This study focuses on enhancing students' performance through data mining techniques to reduce the challenges of low grades associated with some students in higher institutions in Nigeria. Presently, the amount of data stored in most higher institutions' databases are increasing rapidly. Nevertheless, some higher institutions still rely on paper files to store students' results. Even those institutions with databases do not know what to do with their data after graduating the students. Thus, this study proposes a method that will use data mining techniques such as the k-nearest neighbor's algorithm to extract the hidden knowledge available in the higher institution databases. The proposed method of classifying students' performance is useful in identifying the poor students by providing the framework that will guide them to acquire better grades or change to other departments where they may be better suited.
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1. INTRODUCTION

The classification of students' performance is important for educational institutions to assist the students in improving their academic performance by providing them with the opportunity to better their grades. According to [1, 2, 3, 4, 5, 6] as cited in [7], a student's academic accomplishment may be assessed using a combination of features such as course grades, semester Grade Point Average (GPA), cumulative GPA (CGPA) and final GPA. In the same vein, [8] observed that assessing students' performances is a crucial step in preserving their achievement in learning. Nevertheless, the existing studies have shown an increase in the number of students obtaining low grades when they rewrite the courses previously failed. The problem above might be ascribed to the lack of adequate methods that can be used to identify/advise the weak students in tertiary institutions in Nigeria, to assist them to score higher grades.

Background studies have shown that using data mining techniques in classifying the student's performance is a possible solution to mitigating the problem of low grades in higher institutions. Data mining is used to discover patterns in large data sets involving approaches that connect machine learning, statistics, and database systems [9]. The general goal of the data mining process is to extract information from a data set and transform it into a conceivable structure for further use. Data mining in education, known as Educational Data Mining (EDM), is a growing area of research [10]. In this sense, [11] stated that Educational Data Mining (EDM) is a developing method concerned with emerging methods for investigating the distinctive types of data that come from educational settings.
Therefore, to solve the above problem associated with low grades, existing studies used data mining classification techniques such as Naïve Bayes classifier, Decision tree (C4.5), Artificial neural network, Support vector machine, and J48 algorithm to predict students' performance in educational institutions. However, their classifiers presented an overall accuracy below 80%, which implies that the error ratio was a little bit high. Thus, there is a concern about the reliability of their prediction.

To improve the accuracy of the prediction, a method is proposed in this paper that will use data mining k-nearest neighbor's (k-NN) classification method with distance measure in Minkowski distance to classify student's academic performance in a way that will help the students to improve their academic performance. The proposed approach consists of two steps. Firstly, a student's results will be obtained from the previous academic session. Then, fed into the database through a user-friendly interface and preprocessed by normalizing the results to improve the classification's exactness and efficiency. Secondly, the k-nearest neighbor (k-NN) model is utilized to classify students' anticipated performance using their CGPA. Suppose the classification outcome is negative (i.e., the student will fail in the next examination). In that case, additional efforts may be taken prior to the examination to enhance the study method for those students who may fail, thereby aiding them to pass the examination or advising them to change to another.

2. RELATED WORKS

The study [12] proposed a method based on the data mining classification technique to track student performance using the GPA, CGPA, or first-year accomplishment over a long period. The author observes that low academic performance may influence other measures, for example, graduation rates and employability after graduation. As a result, it was suggested that, by using their approach, institutions of higher learning might discover patterns and attach them to particular courses or programs to boost students' academic performance.

Also, [13] developed a system using the CART decision tree to estimate students' academic accomplishments using different features such as gender, parent education, economic background etc. They observed that results from the immediate past academic session might contribute immensely in predicting the students who are required to pass or fail in proceeding examination. Along the same line, [14] developed a meta decision tree classifier method dependent on four agent learning algorithms, such as Dagging, Adaboost, Grading, and Bagging, to create various decision trees. They looked at the four Meta-learning procedures contrastingly with respect to the training set, datasets and presumed that Adaboost is the best meta-decision classifier for analyzing students' performance. Furthermore, they inferred that predicting correctly whether a student will pass or fail in a particular course is subject to the classification approach.

In the same vein, the study [15] showed that educational data mining may be utilized to analyze students' learning behavior and boost their performance. The author applied a decision tree algorithm to identify variously hidden knowledge from students' data that may be used to envisage future low grades promptly. Similarly, [16] used a decision tree classification algorithm to predict the performance of students in subsequent examinations to enhance the quality of the higher education system.
They examined the key features such as age, student gender, student department, and study type that may influence the student's accomplishments in courses. Thus, a system was presented that allows students to predict the final grade of a course under study.

3. PROPOSED METHODOLOGY

Classifying students' performance using some defined metrics entails an initial upload of students' grade reports at the end of every semester, i.e., populating the system's database with up-to-date students' results in order to make accurate performance classification. The proposed system will contain three modules: the administrator's module: used by the system's admin to administer the system, the exam officer module: used by the system's exam officer to upload, edit students' grade reports and compute CGPA at the end of every semester and the student module: used by the student to classify subsequent academic performance.

Proceeding a successful login, the system administrator may perform any of the three functions specified for the role, i.e., training the system, creating users with the exam officer or student role (Note, users with student role can only be created after exam officer uploads students grade report) and classify students 'academic performance.

Consequently, the admin officer may classify students 'academic performance in 3 steps. Firstly, the admin officer will click on the “Students Performance Prediction” menu, then specify the students’ year of study, and finally, click on the “Predict” button. After that, the system processes the request and returns an outcome. For example, suppose there is no student record in the database. In that case, the system displays a message “No students’ grade report was uploaded to the system’s database,” and if a record exists for students in the database, the system displays an outcome in a table view for the concerned students with classification parameters (such as pass, fail and requires assistance or should change to another department).

On the other hand, upon successful login, a user with the exam officer role may perform any of the 3 functions allowed for the role (such as upload students’ grade report, edit uploaded grade report, and compute CGPA). To upload students' grade report at the end of every semester, the exam officer, upon successful login, will be required to click on the “Upload Students’ Grade Report” menu and fill out the presented form fields, thereafter, upload an Excel sheet or CSV file containing students’ grade report. Also, upon successful login, a user with a student role may perform only one function, i.e., to classify their subsequent academic performance.
4. RESULTS

The proposed method will be evaluated using the confusion matrix, the Recall, Precision, Accuracy, and F1 score evaluation metrics [17-18]. We give a brief description of each below.

Confusion Matrix

The confusion matrix is a table that was frequently used to define the performance of a classification model on a set of test data for which the true values are known. It is a table with four different combinations of predicted and actual values. These combinations are true positive (TP), true negative (TN), false positive (FP), and false-negative (FN).
Accuracy
This is calculated as the overall number of accurate predictions divided by the overall number of the dataset.

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}. \]

Precision
This is the proportion of correct positive classification (true positive) from cases predicted as positive.

\[ \text{Precision} = \frac{TP}{TP + FP} \]

Recall
This is the proportion of correct positive classification (true positive) from truly positive cases.

\[ \text{Recall} = \frac{TP}{TP + FN} \]

F1 Score
This is a metric to quantify the performance of an imbalanced dataset, and the higher the F1 score, the better the prediction power of the classification model.

5. CONCLUSION

The academic accomplishment of students in institutions of higher learning has become a major concern for administrators. An initial inquiry of students at the instance of poor performance may help the administration take appropriate action to enhance their performance through additional tutoring and counseling. Thus, the aim of the authors is to implement the proposed method described in section 3.
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