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ABSTRACT 
 

We implement a student performance predictor (SPP) using sentiment analysis-Based statistical modelling. In the first 
step (data ingestion) the data is collected and stored in a database. After collecting the data, the data is cleaned and/or 
transformed. The data is divided into two sets: a training set and a testing set. In the next step a mathematical model 
is built based on the training set and then the model will be tested against the testing set. In order to improve the 
results, the user can make decision about creating or choosing different data and feature vectors (data presentation 
style), after results are produced from the model. 
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1. INTRODUCTION  
 
There are three categories of machine learning that are based on their nature of learning. Data collection and dataset 
creation is the first step when you want to create a statistical model using machine learning. The dataset is commonly 
divided into three subsets: a training set, a validation set and a test set. The training set is used to train the statistical 
model, the validation set is used to estimate how well the model is trained and the test set is used to measure the 
performance of the model. The student performance predictor (SPP) is a prototype tool for prediction of the student 
academic performance using machine learning. The flow of how SPP is used is shown below. 
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Figure 1: Steps toward financial prediction 
 
The first step is to collect relevant data, in this thesis we use data from Twitter. In order to detect the sentiment of a 
tweet or a group of tweets, we use the bag of word method. The bag of word method focus on the words or in some 
cases set of words (a string of words), regardless of the context of sentence. We use a list of words (from a dictionary) 
and all words that are attached to a sentiment. The words are either positive or negative. In the experiment we have 
used two different dictionaries one with that is developed for financial purposes and one more general. The second 
step is to count the number of occurrence of each word present in the dictionaries in the extracted tweets. The result 
is combined with the ROA for the corresponding time period and included in the feature vectors. In the forth step 
machine learning algorithms will be applied on the feature vectors to train a model to predict if the ROA increases or 
decreases based on the sentiment of the tweets. The classification algorithms that we have used to train the model 
are Random Forest, Naive Bayes and Adaboost. 
 
Student Performance Predictor (SPP) 
Predictor implementation various programming languages and tools are used in the implementation of the SPP.  
 
Collecting data  
In order to download tweets a web scraper is written in python programming language. At the first step a web search 
query will be made by a python library called selenium. In the second step the HTML contents will be stored to driver’s 
page source of a web browser. In the third step a python library called beautifulsoup is used to organize and extract 
the required data from the HTML source. At the last step the tweets will be saved as a comma separated version (CSV) 
file and then stored in a MySQL database to ease the data management.  
 
Feature vectors creation  
In this project a program for creating feature vectors is written in Java. The program uses the word dictionaries and 
count the number of occurrence of each dictionary word in the tweets. The result is stored in a vector. The class variable 
it the company’s performance. The value of class variable is 1 in case of over-performance and 0 in case of under-
performance. The format of a feature vector is shown in Figure 1. 
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Table 1: The format of a feature vector. 

 
 
2. DEVELOPMENT TECHNOLOGY 
 
Programming Language (Python) 
In order to download tweets a web scraper is written in python programming language. At the first step a web search 
query will be made by a python library called selenium. In the second step the HTML contents will be stored to driver’s 
page source of a web browser. In the third step a python library called beautifulsoup is used to organize and extract 
the required data from the HTML source. At the last step the tweets will be saved as a comma separated version (CSV) 
file and then stored in a MySQL database to ease the data management.  
 
Development Tools (Weka) 
All experiments are done using Weka. Weka has a collection of data mining algorithms, predictive modeling and tools 
for visualization and a graphical user interface for ease of access to its functions. Three different classification 
algorithms are used in our experiments: Random forest, Naive Bayes and AdaBoost. Information Gain feature selection 
method is been used for Naive Bayes classifier.  
 
Table 2: Sample words from the two different dictionaries  

 
 
For data balancing, the SMOTE algorithm and Weka Randomize filter are used. The default settings for each algorithm 
in Weka are:  
 
• Random Forest:         Number Of Trees: 100, Seed = 1 
• AdaBoost:                 Number of Iteration = 10, Seed = 1, Weight Threshold = 100.  
• SMOTE:                    Nearest Neighbor = 5, Percentage (percentage of SMOTE instances                      
                                     to create) =  100, Random seed =1 
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Linguistic Inquiry and Word Count (LIWC) 
LIWC (Linguistic Inquiry and Word Count) is a text analysis program. It processing feature is the program itself, which 
opens a series of text files—which can be essays, poems, blogs, novels, and so on—and then goes through each file 
word by word. It calculates the percentage of words in a given text or tt calculates the degree to which  (LIWC).  
 
The second dictionary (called the f inancial dictionary) is called Loughran-McDonald master dictionary. The Loughran-
McDonald master dictionary is an extension of the 2of12inf wordlist that includes an addition of the words that are 
appearing in companies annual reports. The 2of12inf is a wordlist from SCOWL (Spell Checker Oriented Word Lists) 
and Friends consisting of English words that are useful for creating high-quality list of words for spell checkers. 
 
3. IMPLEMENTATION  
 
The implementations are done in Python. S cikit-learn is used for feature representation, classification, similarity 
measures and evaluation purpose. Natural Language T oolkit(Nltk) is used for stemming and stop word removal in data 
preprocessing. Pandas is used for handling dataset. NumPy is used to handle multi-dimensional arrays. 
 
Datasets Evaluation 
There are open repositories which are maintained by researchers to keep an up-to-date list of currently available 
datasets and hyperlinks. The datasets are available online and are extracted from the World Wide Web. These are the 
datasets commonly used for this study, they are open source and freely available online. The proposed system was 
tested on the following datasets collected from Twitter pertaining to different topics: 
 
A. Stanford - Sentiment140 corpus: Sentiment140 dataset (Go et al., 2019) is generally used to train and test the 
system. This consists of 1,600,000 training tweets with eight lakh tweets labelled positive label and eight lakh labelled 
negative.  
 
B. Health Care Reform (HCR): This dataset (Speriosu et al., 2016) was assembled by searching tweets with the #hcr. 
The tweets with positive sentiment and negative sentiment are considered for the experiment. This dataset consists of 
888 tweets (365 positive and 523 negative).  
 
C. First GOP debate twitter sentiment dataset: This dataset from Crowdflower consists tweets on the first GOP 
debate for the 2016 presidential nomination. This GOP debate dataset consists of 13871 tweets with the positive, 
negative or neutral sentiment. Neutral sentiment tweets were not taken for research. So final dataset contains 10729 
tweets with 2236 positive and 8493 negative labels.  
 
D. Twitter sentiment analysis dataset: This dataset has 99989 training tweets. Each tweet is either positive or 
negative. This dataset consists of 43532 negative and 56457 positive tweets. This dataset is available at kaggle. 
 
5. EXPERIMENTS  
In this section the experimental setup along with the results are described.  
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Table 4.3: The Datasets Used In The Experiments 

 
 
 
Table 4: Company’s performance based on the ROA. 
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Dataset  
Two datasets are used for the experiments. The first dataset denoted as TWBMW contains tweets where BMW is 
either mentioned or used in a hashtag (#BMW). The second dataset is called TWV W contains tweets where 
Volkswagen is either mentioned or used in a hashtag (#Volkswagen). The two datasets are described in Table 4.2 
 
An example of a negative tweet from TWBMW is:  
”BMW is ruining the M-division brand by releasing crap like the ”X6 M” 
 - http://tinyurl.com/cb2nq7” 
 
 
An example of a positive tweet from the same dataset is:  
”Track drive reveals excellent balance of the 2015 BMW 228i - Torque  
News http://bit.ly/1xk4xj7 - #BMW”  
 
An example of a neutral tweet (neither positive or negative) from the  
same dataset:  
”mclaren should come back later in the race when ferrari and bmw have  
to use the hard tyres hopefully, anyway” 
 
The sentiment of each tweet is determined by counting the occurrence of positive and negative words. If a tweet contain 
more positive words than negative words, the sentiment is considered positive, if there are more negative words than 
positive words, the sentiment is considered negative. If a tweet contain the same amount of positive and negative 
words the sentiment is considered to be neutral. 
 
Dictionaries  
We have used two different dictionaries to determine the sentiment of tweets. The first dictionary (called the regular 
dictionary) is inspired by the positive and negative emotions from the tool Linguistic Inquiry and Word Count. 
 
Quarterly Reports  
To obtain the value on return on asset (ROA) for each quarter, BMW quarterly reports (10-Q reports) are downloaded 
from (https://www.bmwgroup.com/en/ investor-relations/financial-reports.html) and Volkswagen quarterly reports are 
downloaded from (http://quicktake.morningstar.com/ stocknet/secdocuments.aspx?symbol=vlkay). The value of ROA 
is not explictly mentioned in the quarterly reports and therefore it is calculated manually using the value of the total 
income and and the total assets value. In Table 4 performance of BMW and Volkswagen in different quarter of the year 
is shown. 
 
Experiments Result 
The performance of the proposed ensemble classifier is compared with the individual traditional classifier and majority 
voting ensemble classifier. The results are shown in Table 1. Stanford - Sentiment140 corpus consist of 1.6 million 
tweets. Bakliwal et al., 2016 Go et al., 2018 Sperioosu et al., 2019 and Prusa et al., 2020 are also used this dataset to 
evaluate their system. Due to the computational limitation of system, it is very difficult to test the proposed system with 
1.6 million tweets. Therefore, only 1,00,000 tweets are used for experiments as sampling which is only 6.25% of total 
tweets to test the proposed system. Over 1,00,000 tweets, 70,000(70%) tweets are used for training the system and 
30,000(30%) are used for testing the system. The results show that the proposed ensemble classifier performed better 
than stand-alone classifier and majority voting ensemble classifier on different types of datasets. 
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We have done four different experiments to get an understanding on the possibilities to predict a company’s 
performance based on public opinion extracted from social media. The experiments are different in terms of the number 
of feature vectors used, the features and the choice of classifier. All experiments have the same classifier setup. For 
each relevant time period, a number of feature vectors are created from the datasets. For each time period a variable 
describing if the company was under-performing or over performing (relative to previous quarter) is added. The 
differences between the experiments are the number of feature vectors that are created for the dataset and what 
dictionary that is used. The results for the different classifiers are described as confusion matrices in which we present 
the number of true positives, false negatives, true negatives, and false positives as illustrated in Table 5 
 
Table 5: Confusion Matrix 

 
 
To evaluate the results we use the measures accuracy, precision, recall and F-score that can be derived from the 
confusion matrix. Accuracy is defined as: 
 

 
 
Table 6: The results for experiment using dataset 
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The data set holds 16488 tweets. Each tweet contains a statement regarding a university or 
more from the TU9 in Germany. For the training set, 5000 tweets were chosen randomly and 
got annotated manually by one sentiment either a “Positive” tweet or “Not Positive” tweets. From the 5000 tweets, 4000 
tweets where chosen randomly divided equally between 2000 
“Positive” and 2000 “Not Positive” tweets. They are the input for the training step of the Naive Bayes classifier (see 
Figure 1). The results section evaluates three main aspects of the presented method:  
 

a) Measuring the classifier efficiency based on the suggested filtering and features ex- 
traction steps. 

b) Establishing a comparison between the TU9 based on each university’s tweets trying to prove the 
hypothesis that social media content may act as an indicator for university comparisons. 

c) Investigating the tweets sentiment on daily basis for each university to obtain 
feedback on different events and activities. Each is presented in the following sections. 

Table 7.  
Cross comparison of the results obtained from base classifiers, majority voting ensemble and proposed ensemble 
classifier. Pre, Rec and F1 refer to the Precision, Recall and F-measure 
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Figure .8: Performance Evaluation of Different Base Classifiers 
 

Fig. 4.3 Performance evaluation of different classifiers with (a) Stanford dataset; (b) HCR dataset; (c) GOP debate 
dataset; (d) Twitter sentiment dataset. 
 
Evaluation metrices are illustrated as (Han, 2015) 
 
Recall    =  T rue Pos Sentiment 
     T rue Pos  Sentiment + False Neg Sentiment 
 
Precision  =   T rue Pos Sentiment 
     T rue Pos  entiment + False Pos Sentiment 
 
F1   =   2 × Precision × Recall 
      Precision + Recall 
 
Accuracy      =   True Pos Sentiment + T rue Neg  entiment 
         True Pos Sentiment + False Neg Sentiment + False Pos Sentiment + True Neg Sentiment 
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6. DISCUSSIONS  
 
In the first experiment one feature vector was created for each quarter of the year, which means 27 data instances in 
total. Low number of data instances can be one of the reasons that the accuracy is lower in compare to other 
experiments. In the second experiment, instead of counting number of words and use them as features, the differences 
of word counts from previous quarter is used and the prediction accuracy has dropped for random forest algorithm 
while it showed a little improvement in other classifiers. The reason for getting low accuracy with random forest classifier 
could be that the sentiment in feature vectors should not be created in relation to other feature vectors. In the third and 
forth experiment, one feature vector is created per 100 tweets and the datasets are balanced, then the prediction 
accuracy improves. This could be due to balanced number of instances.  
 
Among all of the experiments that is done, except experiment 2, the most accurate classifier was Random forest 
classification algorithm, from the third experiment which provided 86.17% accuracy in an experiment where 100 tweets 
from TWV W dataset were combined into one feature vector and the regular dictionary was used as features.  
 
The best results was obtained when using random forest. Random forest ranks the variables in the feature vector, and 
also relation between each variables while splitting nodes, in order to produce higher accuracy. The data used to train 
the random forest classifier was balanced and therefore a more accurate classification model could be produced. 
 
The rest of the tweets have been classified by the learned classifier. Each tweet belongs to 
one sentiment class. Tweets were divided over the TU9, showing how many “Positive” and 
polytechnic name. The results might act as an indicator on how the higher education environment at each university is 
perceived by Twitter users. Such indicator which is supported by the social media content can play a role in enhancing 
the universities rankings. 
 
 
 
7.  CONCLUSION 
 
In the area of twitter sentiment analysis (SA), the major approach is to compare the different base classifiers and select 
the best among them to implement tweet SA. The ensemble classification techniques have been widely used in many 
areas to solve the classification problem. But in case of tweet sentiment analysis, comparatively little work has been 
done on the use of ensemble classifiers.  This research provides methodology and social media tools for performing 
sentiment analysis on posts containing information about the institution shared on twitter, and machine learning 
algorithms that can be used to predict the schools performances.  
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