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ABSTRACT   
 
This research delves into the innovative application of feed-forward neural networks (FNNs) specifically 
the multi-layer perceptron (MLP). MLP is a flexible algorithm due to its ability to adapt to different real-
world problems amongst other features, and this makes it a preferred machine learning algorithm in the 
early detection of mental health disorders. MLP’s number of layers and the number of neurons per layer 
changes to accommodate these abilities. MLP was chosen for this work because they can model non-
linear relationships found in a dataset as well as the fact that the algorithm is efficient in accuracy 
detection which is lacking in other types of FNN. This study focused on developing and optimizing MLP 
architectures to achieve heightened accuracy in identifying mental health disorders. Original dataset that 
was used comprise 334 rows (datapoints) and 31 columns (features) and Only 27 features were 
quantifiable. We utilized the first 13 features in the dataset for this research work as too many features 
will affect the training time. The model performance was evaluated using Accuracy, Precision, F1 Score, 
Recall, and the results of the model evaluation showed that early detection of mental health disorders is 
predictable using this type of Feed-forward Neural network, with an Accuracy of 96%, Recall of 80%, F1 
Score of 77%, Sensitivity 90%, and Specificity of 88% when compared to previous research with lower 
accuracy of 81.75% amongst the other result they got for the other parameters. Furthermore, by using 
widely collected datasets and employing advanced machine learning techniques such as feature 
importance technique for optimization of the initial result got, this approach contributes significantly to 
the field of early detection of mental health disorders. 
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1. INTRODUCTION 
 
Mental health disorder is a condition that is known to affect one’s responses to happenings around 
them and the generality of a person’s being [1]. Research have shown that since the COVID-19 
pandemic, mental health illnesses have exponentially increased due to underlying diseases and 
ailments with its victims.  
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Digital technology is seen to play a significant and novel role in making help available throughout the 
day, all week long [2]. [3] also found out from their research that mental health disorder is a growing 
concern in today’s society with an increasing number of cases recorded since 2019.  
 
Mental health disorders are one of the many worries of this century in healthcare and this arises 
from the fact that lots of person’s which includes both adults, adolescents, and children can be 
sufferers and will not even be aware that they have this disease [4]. It affects the entirety of a 
person’s reasoning, feelings, and behavior which hampers how children can learn and the overall 
functionality of adults within society [5], and this makes early detection paramount [6]. Some kinds 
of mental health disorders are depression, post-traumatic stress disorder (PTSD), bipolar disorder, 
and schizophrenia amongst others [4]. Stress, anxiety, and other variables are predictors that 
someone would likely suffer from mental health disorder [7]. 
 
The World Health Organization (WHO) defines Mental Health as the state for which each individual 
according to their capabilities – can handle the stress level brought on to them by life’s daily 
experiences [8], and still be able to function effectively as required of them as they contribute to the 
general wellbeing of the society [9]. To properly identify and treat patients’ illnesses, their health 
conditions need to be known [10]. Over the years, prediction models have been applied to solve 
human problems [11]–[13]. The importance of early detection thus, is both necessary and critical as 
undetected mental health conditions can quickly escalate into debilitating challenges, which can 
harm the individuals concerned, the families, and society [14].   
 
With the ever-growing knowledge and impact of early detection to mental health disorders, an 
increased demand for advanced cum efficient methods that can detect and intervene is required. 
The potential benefits of a machine learning-driven early detection system are multifaceted [15]. Not 
only does it promise swifter identification of the ‘at-risk’ and ‘borderline’ individuals; It also allows for 
a more distinct understanding of the diverse manifestations of mental health conditions. Moreover, 
the scalability of machine learning systems could bridge the gap in mental health resources, 
especially in regions where access to traditional healthcare is limited. 
 
The emergence of machine learning (ML) has caused a fundamental change in how the society views 
medicine especially with the birth of telemedicine [16], early prognosis/diagnosis [17], Internet of 
Medical things [17]–[19], disease prediction [20], classification of medical images [21], [22], and 
others [23], [24], etc. ML has successfully proven that it has the capacity to identify patterns from 
large datasets, provide accurate predictions, and proffer promising and reliable solutions [25]–[27]. 
The core of ML is in its innate capability to analyze vast amount of data – so as to effectively identify 
and comprehend intricate patterns that may go unnoticed. Its use of historic dataset grants it the 
capability to yield algorithms that can accurately forecast future states in mental health disorder 
[28], [29]. Thus, ML schemes can be successfully trained to effectively recognize disease via 
pattern(s) detection – as they learn to classify the underlying features of interest, and to quickly 
detect unusual activities with patterns indicated as anomalous profile [30]. 
 
A variety of machine learning (ML) approaches successfully implemented on a variety of domain 
tasks. These include (but not limited to) the following: Logistic Regression [31]–[33], Deep Learning 
[34]–[36], Bayesian network [37]–[39], Support Vector Machine [40]–[42], K-Nearest Neighbors 
[43], Random Forest [44]–[46], and others [46]–[48].  
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While, it may be a known feat that many of these machine learning schemes have their inherent 
drawbacks – especially with feature selection technique and its prediction accuracy for the domain 
task. For this study – we adopt the multi-layer perceptron (MLP) network due to its capability to 
reduce overfitting, address imbalanced datasets, and yield a vigorous prediction accuracy [49]. 
 
1.1. Feedforward Networks 
The integration of machine learning (ML) into healthcare has continued to revolutionize as a new 
paradigm and frontiers, innovative solutions to address intricate medical tasks. Our study seeks to 
harness integration of MLP to healthcare [50]. Our choice of MLP includes: (a) flexibility of the 
framework to yield great computation insight to analyzing complex data, (b) it can integrate diverse 
sources [51], and (c) framework can facilitate personalized interventions by adequately capturing 
intricate relations within mental health dataset that will enable tailored treatment planning based on 
individual characteristics [52].  
 
Also, MLPs can detect subtle changes over time, allowing for early detection and risk prediction, 
which will in turn – yield improved outcome [53], [54]. Its robustness and adaptability to multimodal 
objective function further enhances its use in real-time monitoring and personalized healthcare 
delivery [55]. Thus, it has since become a veritable tool to address the many different complexities in 
mental health [56]. 
 
Other known reasons for its adoption includes: 

1. Ease in Learning Complex Patterns: MLPs consists of interconnected nodes that can decode 
intrinsic patterns from (un)structured dataset – which the health record dataset is often 
characterized extensively thereof. MLPs can effectively learn subtle dynamisms and changes, 
chaotic and complex relations, correlations of bias and variances, which pivotal feats 
required in precise prognosis and early diagnosis [57]. 

2. Adaptability/Scalability to Diverse Format: Healthcare records and dataset often 
encompasses a plethora of formats. MLPs are both robust and flexible enough to handle a 
variety of (or heterogenous) dataset [58]. Even with the veracity of datasets in its sheer size 
and complexity, the architecture of the MLP is suited to gracefully grow to accommodate 
large datasets without degrading its performance. Additionally, it explores techniques such 
as dropout regularization, batch normalization and back-propagation learning as modes to 
bolster its resilience against overfit and poor generalization [59]. 

3. Applications Across Healthcare Domains: MLP has been successfully used in a variety of 
healthcare tasks ranging from diagnostic medicine, disease detection and classification, 
analyzing medical images with high precision, tailored treatment plans, predict disease 
progression, and discern optimal therapeutic interventions. Also, MLP has been used in 
expedited drug discovery and development processes, and also facilitated forecast in drug-
target interactions [60]. 

 
The inherent gaps in previous studies includes thus. 

1. Lack of Localized Datasets: Finding the right-format dataset within your locale – is crucial to 
ML task. And access to such high-quality dataset is needed in training and performance 
evaluation [61] as many healthcare facilities have policies of non-disclosure of data even for 
research. This often limits the available data, and also increases the chance of significant 
false positives in studies [62]–[65]. 
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2. Cross-Channel Detection: With the evolution of telemedicine, the veracity of medical records 
generated across a variety of platforms as patient transaction has necessitated the 
increased use of multiple channels [66]–[68]. Thus, newer models must integrate the 
varying channel data to enhance the overall accuracy. Cross-channel telemedicine and 
mental health detection has now become a critical area of research and focus [69]–[71] as 
traditional mode may not yield cost-effective solutions (for onsite). 

 
1.2. Related Works: Machine Learning and Mental Health Disorder 
Mental health diagnosis has evolved to incorporate genetics, neuroscience, and societal shocks. 
Studies have shown that evolution of mental health is viewed from the various stages of man’s life 
[72] as this disorder starts off in a man’s first 30-years [73]. WHO notes that the diseases starts a 
year before the 15th year of any patient [74]. Turkey has recorded history of the disorder [52], which 
attracted attention from 19th-to-mid-20th-Century. Various schemes were used in its treatment such 
as exorcism, trepanation, and bloodletting [75].  
 
The birth of psychotropics, marked the 20th-century strides in mental health care [55]. Today, 
experts have sought the use of machine learning techniques such as KNN, SVM, Decision tree, 
Random Forest, etc – with most of these schemes yielding an accuracy of of 81.22% [76]. 
 
The Gaussian Mixture Models (GMMs) can be used effectively on clustering behavioral data [51] to 
understand mental health patterns [77]. ML has been successfully in identifying serious symptoms 
in a patient, both for early diagnosis and in the formation of personalized therapy [78]. [79] 
predicted mental health disorders using XGBoost as early detection tool for the disease. [80] 
compared five machine-learning techniques and found that the Stacking technique had the highest 
accuracy in predicting mental health.  
 
[77] reviewed ML algorithms used in diagnosing mental health; And identified SVM, GBM, and 
Random Forest – as most frequently used. Thus, many studies have suggested that ML have the 
potential to aid early detection of mental health. Also, study emphasizes the importance of early 
detection in improving outcomes and providing timely care for mental health disorders in young 
individuals. 
 
2. MATERIAL AND METHOD 
 
2.1. Data Gathering 
Dataset was obtained from [web]: kaggle.com/datasets/bhavikjikadara/mental-health-dataset”. It 
contains psychological indicators derived from post and test data from 2022. Its input feats consist 
of 292,364 records [76], [80]–[83] as in Table 1. 
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Table 1. Dataset Description for Cross-Channel Data Acquisition 
Features Data-Type Format Feature Description 
Timestamp Time 12:34 Time for attending to a patient case 
Gender Object abcd Gender or sex of the patient 
Country Object abcd Specifies the nationality of the patient 
Occupation Object abcd Specifies the kind of work the patient engages in 
Self_employed Boolean 0/1 Specifies if the patient is self-employed or not 
Family_History Boolean 0/1 Specifies if there are family traces of mental health 

disorder 
Treatment Object abcd Specifies if there has been related treatment to mental 

health disorder 
Day_Indoors Object abcd Duration from last transaction to the current transaction 
Growing_Stress Boolean 0/1 Specifies if a transaction is declined or not 
Change_Habits Boolean 0/1 Total transactions declined each day 
Mental_Health_History Boolean 0/1 Specifies if history of mental health disorder is in family 

or relation 
Mood_Swings Object  abcd Specifies the occurrence of mood swing in patient 
Coping_Struggles Boolean 0/1 Specifies if patient has coping mechanism for stress and 

mental health 
Work_Interest Boolean 0/1 Specifies if patent has any interest in work that relieves 

stress 
Social_Weakness Object  abcd Specifies if patient seeks and needy about emotional 

support and care 
Mental_health_interviewobject abcd Specifies if patient has been previously interviewed for 

mental health 
Care_Options Boolean  0/1 Specifies if patient has care support options like family 

and relatives 
Mental_Health Boolean 0/1  Set as 1 if transaction is True; Else set as 0 if False 

 
2.2. The Proposed Genetic Algorithm Trained Neural Network (GANN) 
It is known fact that hybrid (reinforcement) ensembles are always proven to better than single 
models. There is however, the issue of resolving conflicts that arise from encoding data as data flows 
and is transcribed from one heuristic to another. There is also the issue of structural dependencies 
imposed on the ensemble. These must be adequately and effectively resolved. We use a hybrid 
model as in figure 1 with 3-blocks [84] as thus: (a) a modular Kohonen neural network [46], (b) the 
supervised cultural genetic algorithm, and (c) a knowledge base. 
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Figure 1. Hybrid Genetic Algorithm Trained Modular Neural Network Ensemble 

 
1. The Cultural Genetic Algorithm (CGA): Basically, a GA-block uses 4 operators (initialize, 

fitness function and select, mutation, and crossover) to uncover probable solution(s). A gene 
is fit – if its value is close to the optimal. A variant of GA is CGA. It uses 4-belief spaces to 
define its solution space as: (a) the normative belief which defines the specific value ranges 
to which a gene is bound, (b) domain belief contains knowledge about the task being 
undertaken, (c) temporal belief contains knowledge about the available problem space, and 
(d) spatial belief contains knowledge about the topography for the task. Furthermore, it uses 
the influence function to bridge the belief spaces and the gene pool – to ensure any modified 
genes still conform to the belief space(s). The CGA should yield a result pool that does not 
violate its belief space and assist in reducing the number of potential genes generated by the 
GA until an optimum is discovered [76], [85], [86]. 

2. The Kohonen Modular Network (MNN) is a grid-like, feed-forward network whose first layer 
accepts input, and re-sends unbound to its second layer, which uses the transfer function to 
offer competitive computation. The competitive layer then maps similarity patterns into 
relations. Pattern relations noticed are used to determine the result after training [84]. We 
modify the parameters and carefully create our deep-learning Kohonen MNN through a deep 
architecture. Our learning is achieved by training the network component via 2-stages namely the 
pre-trained, and fine-tuned processes as described in [47], [87]. The MLP is a subtype of 
feedforward neural network that contains one or more hidden layers between the input and 
output layers. This MLP ensemble predicts results from dataset processing, to improve the 
entire accuracy of a system and reduce overfitting. Each layer in an MLP is composed of 
perceptions interconnected with weighted connections. The perceptions in each layer apply 
an activation function to the weighted sum of their inputs to produce an output, which serves 
as the input to the next layer. MLPs use backpropagation, a supervised learning technique 
which makes it distinct from other machine learning algorithm, to adjust the weights of the 
connections between neurons during training, optimizing the network to minimize prediction 
errors. 
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3. RESULTS AND DISCUSSION 
 
3.1. Ensemble Performance 
The figure 2 shows confusion matrix as with [88], [89] yielding outlier effects which also agrees with 
[20], [30], [90], [91] that the experimental GANN outperformed other benchmark models as it was 
best in its ability to successfully balance accuracy, recall, and precision. It also supports the 
effectiveness and efficiency of the hybrid ensemble – offering a detailed perspective of the 
ensemble's performance in differentiating between genuine positives, true negatives, false positives, 
and false negatives as in figure 2. 
 

 
Figure 2. Hybrid Ensemble Confusion Matrix 

 
Table 2. Performance metrics with Benchmark models 
ML Schemes F1 Accuracy Precision Recall 
Random Forest 98.05 98.35 98.05 98.05 
Decision Tree 92.10 96.28 90.18 94.48 
XGBoost 91.25 96.74 96.16 85.90 
Support Vector Machine 81.45 92.24 85.41 75.81 
Proposed Hybrid GANN 99.19 99.91 98.28 98.10 
 
Our experimental GANN ensemble was found to outperform other ensembles achieving an F1-score 
of 99.19% [92]; while, other ensembles like Random Forest, Decision Tree, XGBoost and Support 
Vector Machine – resulted and yielded an F1-score of 98.05%, 92.1%, 91.25% and 81.45% 
respectively [93]–[95]. In addition, the hybrid ensemble yielded an accuracy of 99. 91%; while, other 
ensembles (i.e. the Random Forest, Decision Tree, XGBoost and Support Vector Machine) yielded in 
an accuracy of 98.35%, 96.28%, 96.74%, and 92.24% respectively. It is clearly observed the 
experimental GANN ensured improved accuracy when compared with the results yielded in the 
studies as in Table 3, which agrees with [96]–[98]. 
 
3.2. Discussion of Findings 
It provides insights into which characteristics have a bigger influence on overall performance and 
aids in identifying the most important aspects influencing the model's predictions [99]. Knowledge of 
the relative relevance of input variables in the predictive model requires a knowledge of feature 
importance, which is frequently established by statistical or computational analysis [100].  
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Our solution yielded a total of 56-rules with top rules found to have classification accuracy range 
[0.8, 0.96]. This implies that an estimated over 80% of the rules can adequately classify the dataset. 
Achieving a set of good rules, is much better than a single optimum rule [101]. This increases the 
chances of detecting malicious data packets as well as also improves the generality of rules, 
providing the ability for new dataset and their corresponding generated rules to be added to the 
knowledgebase [45], [102]. 
 
4. Conclusions 
 
With the current surge in technological development and the widespread adoption of new 
technology-driven business strategies, businesses can now operate more efficiently, productively, 
and profitably. Despite the enormous amount of data generated daily, we have observed that the 
healthcare industry has always kept up-to-date with technology; However, the adoption of data 
analytics and data science will bolster the field of medicine. So, for the future of this industry, this 
study is a positive step and should be improved upon. 
 
Furthermore, this research work signifies a paradigm shift in the application of artificial intelligence 
to mental health diagnostics. The combination of sophisticated Feed-forward neural networks like 
the multi-layer perceptron architecture, diverse datasets, and meticulous optimization techniques 
yields a robust framework for the accurate and timely detection of mental health disorders. As we 
continue to refine and expand upon these findings, the future holds immense promise for improved 
mental health outcomes through the integration of cutting-edge technology. 
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