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ABSTRACT

Cloud computing load balancing techniques need to be further improved. This is due to the immense and disperse nature of big-data cloud computing environments’ tasks. This study developed an improved load balancing technique for big data cloud computing environments using the combination of a Throughput Maximization Model with Particle Swarm Optimization (PSO) and Firefly algorithms. The developed Throughput Maximization Based Balancer (TM-BAL) was designed to admit tasks at regional data centers using the throughput maximization model. The admitted tasks are either allocated servers within the regional data centers using PSO model or moved to the central load balancer (Firefly model) which handles task distribution among all regional data centers. The developed technique was simulated using MATLAB R2018 software and was benchmarked with PSO and Firefly models using throughput and response time as performance metrics. Results showed that the developed technique had the highest average throughput value and the least average response time of the three models. This implies that the developed technique outperformed PSO and Firefly algorithms in terms of throughput and response time, which is necessary for effective resource utilization as more tasks are processed within a short period of time. Hence, the development of the TM-BAL is justified by significant improvements in response time and network throughput.
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1. INTRODUCTION

Cloud computing is an internet based network technology that shares improvements in communication technology by providing online computing services to clients with a variety of needs. It provides pay-as-you-go hardware and software, as well as software development frameworks and tools for testing resources [1].
Such a delivery of resources is achieved with the aid of the three cloud service models which are Infrastructure as a service (IaaS) which provides hardware and software applications for customers, Software as a service (SaaS) which provides customers with software development frameworks, and Platform as a Service (PaaS) which makes available to customers, tools for developing and testing their applications [2].

The fundamental need for cloud computing is the sharing and availability of computational resources (demand-based virtual machines). The cloud offers numerous resource infrastructures, networks, and services that do not only save valuable time and expenses but are also secure, versatile, and scalable [3]. In cloud computing, a suitable virtual machine is allocated based on a request from the user. This allocation is accomplished using load balancing strategies involving task allocation and Virtual Machine (VM) / task migration [4]. However, despite the promising future of cloud computing, one of the key disadvantages requiring attention is the full realization of load balancing [5]. Load balancing problem is simply the distribution of loads to the processing elements. In an environment with multiple nodes, there is a high probability of having some nodes overloaded while others may be idle [6]. Load balancing is the process of redistributing workload in a distributed system, such as cloud computing, so that no computing machine is overloaded, under-loaded, or idle [7, 8]. Load balancing enhances performance of cloud by attempting to speed up various constrained parameters such as response time, execution time, system stability and task migration [9, 10]. Researchers have suggested a large range of load balancing techniques in cloud and network environments such as in [11 – 17] with emphasis mainly on task scheduling, task allocation, resource scheduling, resource allocation and resource management.

Big data is an immense amount of structured, unstructured and semi-structured data [18]. It continues to expand unaccountably with its data size increasing from exabytes to zettabytes. For instance, Facebook handles images of 40 billion users a day [19]. Each hour, Walmart processes one million customer transactions. All of these, with memory size of about 2.5 petabytes are stored in cloud storage. In addition, Instagram receives 65,000 billion images per minute, and YouTube receives 500 hours of video per minute. Every day, Google conducts one billion searches and sends 294 billion emails. Cell phone and Internet of Things (IOT) users are expected to reach 6.1 billion and 2.6 billion in number, respectively, by the year 2020 [20].

The performance of big data cloud computing needs to be improved to cope with huge transmission volume, high transmission frequency, hard transmission deadline and high processing cost that characterize big-data computing systems [21, 20]. There is also the need to optimize the architecture of big-data cloud in order to achieve optimum load distribution [22]. While these challenges exist for big-data cloud load balancing, they can be overcome by implementing efficient strategies. A Central-Regional(Distributed) solution is proposed in this study. This is accomplished by first admitting tasks to regional data centers using a throughput maximization model. Admitted tasks with the same source and destination regions are distributed to servers within the region using PSO, while those with different source and destination regions, and those whose capacity cannot be accommodated by regional servers, are migrated to the central data control center for distribution to servers in available regions using the Firefly algorithm.

2. METHODOLOGY

Considering a cloud network having a set of data centres, \( C = \{c_1, c_2, \ldots, c_n, \ldots\} \), and each data centre \( c_i \) has a number of nodes. A node denotes a physical machine (or server), and the set of nodes belonging to a data centre \( c_i \) is given as \( N_i = \{p_1, p_2, \ldots, p_k, \ldots\} \).
Assuming that the network receives tasks requests of different data rates and delay requirements at random, the objective function of the network's throughput maximization problem is formulated as:

$$\text{max} \sum_{c \in C} \sum_{p_k \in N_i} \sum_{t_j \in T}(x_{jk}r_j)$$

subject to:

- $$x_{jk} \in \{0,1\}, \quad \forall c_i, t_j \in \tau, p_k$$ (1a)
- $$\sum_{t_j \in \tau}(x_{jk}r_j) \leq r|N_i| \quad \forall c_i, i \leq k \leq |N_i|$$ (1b)
- $$x_{ji}d(t_j, C_i) \leq L_j \quad \forall C_i, t_j \in \tau$$ (1c)

Where

The $$x_{jk}$$ in Constraint (1a) is the indicator variable which takes either value 0 or 1. For instance, $$x_{01}$$ implies that task $$j$$ is not assigned to node $$k$$. Constraint (1b) implies that the sum packet rates, $$r$$, of all tasks to be processed does not exceed the capacity of all the available nodes $$N_i$$ belonging to the data centre $$C_i$$. Constraints (1c) implies that the latency experienced by task $$j$$ being served by data centre $$C_i$$ does not exceed the delay requirement $$L_j$$ of task $$j$$. The set of tasks that the network is requested to serve is represented by: $$T = \{t_1, t_2, ..., t_j, ...\}$$. In this set, only the tasks that satisfy the objective function or constraints are admitted into the network. Every task $$t_j$$ is assumed to originate from a given region, and each region represents a users’ base. Also, every data centre $$C_i$$ is located in only one region. In other words, each data centre (DC) is identified by the region it is located within the network, and a region can have one or more DCs.

A given task request can only be admitted into the network via its regional DC which consists of a number of PMs and VMs, and utilizes the proposed throughput maximization objective in the admission process. The implementation of this procedure is expressed in Algorithm 1. The architecture and flowchart of the proposed TM-BAL are illustrated in Figures 1 and 2 respectively. The model performs load balancing at two levels. The first level (Regional) load balancing

**Algorithm 1**: An algorithm for the throughput maximization procedure

**Inputs**: $$N_i$$ //A set of nodes/servers available in a data centre $$C_i$$

- $$T$$ //A set of tasks requesting to be served by the network

**Output**: $$\text{new}T$$ //A set of admitted tasks that maximize throughput

**BEGIN**

Obtain the minimum packet rate in $$T$$ as $$r_{min}$$ // The least sending rate of task set T

Initialize the empty set $$\text{new}T$$

Admit the first arrived task $$t_1$$ into the new set $$\text{new}T$$ // the first task in the set $$T$$ is automatically admitted to $$\text{new}T$$

Initialize sum packet rate as $$r = r_j$$ // Sum packet rate is the accumulated rate of the admitted tasks

For each task ($$t_j$$) in $$T$$ Do // Start of the steps to be repeated for each of the subsequent tasks to be admitted or rejected

Get packet rate, $$r_j$$, of task $$t_j$$

Get delay requirement, $$L_j$$, of task $$t_j$$

Calculate current sum packet rate as $$r = r + r_j$$ // the packet rate of the current task is added to the total
packet rate of previously admitted tasks.

If difference of new $r$ & previous $r$ is greater than $r_{min}$ Then \(/\) the difference must be greater than $r_{min}$ for task $t_i$ to increase the throughput significantly, and for the task to be admitted.

Calculate delay $d(t_j, C_i)$ for the task $t_j$ to be processed by the DC $C_i$

If $\tau_j$ satisfies Constraint (2) and $d(t_j, C_i)$ satisfies Constraint (3) Then

\(/\)If the packet rate of task $j$ to be admitted is less or equal to the available capacity of the servers at the Data Center (constraint 2) and that the calculated delay does not exceed the delay requirement (constraint 3)

Admit $t_j$ into newT \(/\) then task $t_i$ is admitted having met the admission criteria

Else

Reject $t_j$ \(/\) task $t_i$ is not admitted for processing

End If

End If

End For

END

is performed in a distributed manner by each regional DC; while the second level (Central) load balancing is performed in a centralized manner over the entire DCs by a DC controller.

Each DC accepts task requests that satisfy the throughput maximization target in their respective regions at the start of the scheme. The admitted tasks are then sorted into two groups: Group A and Group B. A task is assigned
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Figure 2: Flowchart of the TM-BAL
To Group A if the source and destination nodes are in the same region; otherwise, it is assigned to Group B. Algorithm 1 depicts the throughput maximization procedure. The Group A tasks are initially assigned to available nodes/servers at their respective DCs, and then the PSO algorithm is used to achieve regional load balancing across the nodes. All of the tasks in Group B, which are composed of tasks with different source and destination node regions, and those whose capacity cannot be accommodated by regional servers are forwarded to the DC controller for server allocation using Firefly algorithm.

The PSO algorithm was selected for regional level load balancing due to its ability to find optimal solution quickly by obtaining its global best solution from local best solutions [15, 23]. The firefly was applied to balance load at the central level due to its high rate of processing tasks [20, 24]. The flowcharts of the regional load balancer (PSO) and central load balancer (Firefly) are represented in Figures 3 and 4.

The proposed technique, the PSO and Firefly algorithms were implemented using MATLAB R2018 version software. The simulation parameters and specifications used were adopted from the Amazon's Elastic Compute Cloud EC2 [25], and were randomly drawn from the following categories:

- CPU = [2500, 1000, 500]; % MIPS (million instructions per second)
- RAM = [870, 1740, 613]; % MB;
- VM price = [0.200, 0.047, 0.020]; % # currency

The performance evaluation of the proposed technique was performed by comparing the simulation results of its implementation with that of the PSO and Firefly techniques using throughput and response time as metrics. Throughput refers to the sending and receiving rates of data for the total number of completed tasks on a given input at a given time unit. A high throughput rate is required for improved cloud system performance [26].

\[
\text{Throughput} = \frac{\text{sum}(SP) \times (P_{av})}{\text{Total processing time}}
\]  

(2)

where \(SP\) is the number of successful packets, \(P_{av}\) is the average packet size.

Response time is defined as the time elapsed between sending a request and receiving its response. It should be minimized in order to improve overall system performance [27].

\[
\text{Response time} = T_{arrival} - T_{completion}
\]  

(3)

where \(T_{arrival}\) denotes the time the task arrives the network, and \(T_{completion}\) denotes the time the processing of the task is completed.
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Figure 4: Flowchart of the Firefly Load Balancing Model
3. RESULTS AND DISCUSSION

The simulation results of the performance of the developed TM-BAL in comparison with PSO and Firefly algorithms using the metrics; throughput and response time, are presented in Tables 1, Figure 5, and Table 2, Figures 6 respectively.

The throughput values of the developed big-data cloud load balancing technique, as well as the PSO and Firefly algorithms, are shown in Table 1 and Figure 5. According to the results, the average network throughput for the TM-BAL, PSO, and Firefly algorithms are 1665651.988, 1011958.298, and 1057459.365, respectively.

The proposed technique had the highest average throughput, followed by the Firefly algorithm, while PSO had the lowest. The throughput of a communication link is defined as the average data rate of successful message delivery. This implies that of the three algorithms, the proposed technique had the highest task processing rate.

The response times of the proposed load balancing technique, as well as the PSO and Firefly algorithms, under the same condition as the previous experiment are shown in Table 2 and Figure 6. The average response times for the proposed technique, PSO, and Firefly algorithms are 0.022547465s, 0.3845324s, and 0.39847615s, respectively. The results show that the proposed technique experienced the shortest delay when processing tasks.

4. CONCLUSION

In this study, a Throughput Maximization-based Cloud Computing Load Balancer named TM-BAL for big-data cloud environments was developed using a throughput maximization model combined with Particle Swarm Optimization (PSO) and Firefly optimization algorithms. Response time and throughput were used to assess the performance of the developed technique and compare it to two state-of-the-art optimization algorithms, PSO and Firefly, which were analyzed and simulated.

The TM-BAL algorithm was discovered to outperform the two existing algorithms. The results indicate that the development of TM-BAL was justified due to significant improvements in response time and network throughput.
Table 1: Comparison of Throughput of the TM-BAL with PSO and Firefly Algorithms

<table>
<thead>
<tr>
<th>No. of Requests</th>
<th>PSO</th>
<th>Firefly</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>2327620.372</td>
<td>3421667.479</td>
<td>3770636.016</td>
</tr>
<tr>
<td>400</td>
<td>2031317.375</td>
<td>2708055.683</td>
<td>3817528.864</td>
</tr>
<tr>
<td>600</td>
<td>1724831.666</td>
<td>1675117.344</td>
<td>1742966.646</td>
</tr>
<tr>
<td>800</td>
<td>1510751.301</td>
<td>1578430.874</td>
<td>2357280.985</td>
</tr>
<tr>
<td>1000</td>
<td>1603787.855</td>
<td>1631969.594</td>
<td>2523890.751</td>
</tr>
<tr>
<td>1200</td>
<td>1319016.496</td>
<td>1156192.677</td>
<td>1876247.032</td>
</tr>
<tr>
<td>1400</td>
<td>1209129.331</td>
<td>1131134.312</td>
<td>2067169.728</td>
</tr>
<tr>
<td>1600</td>
<td>1036491.791</td>
<td>896167.1558</td>
<td>1690761.907</td>
</tr>
<tr>
<td>1800</td>
<td>985081.3961</td>
<td>988210.7485</td>
<td>1676983.611</td>
</tr>
<tr>
<td>2000</td>
<td>858512.5897</td>
<td>756002.5289</td>
<td>1562005.019</td>
</tr>
<tr>
<td>2200</td>
<td>823478.7738</td>
<td>743933.8985</td>
<td>1382555.644</td>
</tr>
<tr>
<td>2400</td>
<td>704135.4053</td>
<td>726816.9131</td>
<td>1324711.72</td>
</tr>
<tr>
<td>2600</td>
<td>586286.3891</td>
<td>568767.5294</td>
<td>1147788.871</td>
</tr>
<tr>
<td>2800</td>
<td>526859.0639</td>
<td>485427.3223</td>
<td>1024640.379</td>
</tr>
<tr>
<td>3000</td>
<td>647063.3185</td>
<td>583344.0135</td>
<td>1084183.827</td>
</tr>
<tr>
<td>3200</td>
<td>511990.0657</td>
<td>471281.4265</td>
<td>982999.9268</td>
</tr>
<tr>
<td>3400</td>
<td>447551.0485</td>
<td>380978.0821</td>
<td>742479.4549</td>
</tr>
<tr>
<td>3600</td>
<td>495520.5902</td>
<td>421183.0703</td>
<td>828133.9925</td>
</tr>
<tr>
<td>3800</td>
<td>478881.3365</td>
<td>429951.3385</td>
<td>920111.2212</td>
</tr>
<tr>
<td>4000</td>
<td>410858.7889</td>
<td>394555.3175</td>
<td>789934.1739</td>
</tr>
<tr>
<td><strong>AVERAGE</strong></td>
<td><strong>1011958.248</strong></td>
<td><strong>1057459.365</strong></td>
<td><strong>1665651.988</strong></td>
</tr>
</tbody>
</table>
Figure 5.: Comparison of TM-BAL with PSO and Firefly Algorithms

Table 2: Comparison of Response Time of TM-BAL with PSO and Firefly Algorithms

<table>
<thead>
<tr>
<th>No. of Requests</th>
<th>PSO</th>
<th>Firefly</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.066738</td>
<td>0.076503</td>
<td>0.069279</td>
</tr>
<tr>
<td>400</td>
<td>0.10129</td>
<td>0.10584</td>
<td>0.078304</td>
</tr>
<tr>
<td>600</td>
<td>0.13605</td>
<td>0.15843</td>
<td>0.13787</td>
</tr>
<tr>
<td>800</td>
<td>0.17661</td>
<td>0.19103</td>
<td>0.11089</td>
</tr>
<tr>
<td>1000</td>
<td>0.19374</td>
<td>0.17935</td>
<td>0.11937</td>
</tr>
<tr>
<td>1200</td>
<td>0.22275</td>
<td>0.21948</td>
<td>0.13836</td>
</tr>
<tr>
<td>1400</td>
<td>0.25503</td>
<td>0.25461</td>
<td>0.14948</td>
</tr>
<tr>
<td>1600</td>
<td>0.28855</td>
<td>0.29015</td>
<td>0.20789</td>
</tr>
<tr>
<td>1800</td>
<td>0.33081</td>
<td>0.32006</td>
<td>0.18961</td>
</tr>
<tr>
<td>2000</td>
<td>0.36107</td>
<td>0.34913</td>
<td>0.19525</td>
</tr>
<tr>
<td>2200</td>
<td>0.38064</td>
<td>0.38299</td>
<td>0.21151</td>
</tr>
<tr>
<td>2400</td>
<td>0.41723</td>
<td>0.40441</td>
<td>0.23365</td>
</tr>
<tr>
<td>2600</td>
<td>0.4434</td>
<td>0.44691</td>
<td>0.24282</td>
</tr>
<tr>
<td>2800</td>
<td>0.52318</td>
<td>0.49288</td>
<td>0.27673</td>
</tr>
<tr>
<td>3000</td>
<td>0.49979</td>
<td>0.52902</td>
<td>0.29808</td>
</tr>
<tr>
<td>3200</td>
<td>0.59333</td>
<td>0.64799</td>
<td>0.30783</td>
</tr>
<tr>
<td>3400</td>
<td>0.6094</td>
<td>0.69214</td>
<td>0.34672</td>
</tr>
<tr>
<td>3600</td>
<td>0.64082</td>
<td>0.70971</td>
<td>0.37809</td>
</tr>
<tr>
<td>3800</td>
<td>0.70808</td>
<td>0.74845</td>
<td>0.41226</td>
</tr>
<tr>
<td>4000</td>
<td>0.74214</td>
<td>0.77044</td>
<td>0.4055</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.3845324</td>
<td>0.39847615</td>
<td>0.22547465</td>
</tr>
</tbody>
</table>
5. DIRECTION FOR FUTURE WORK

More research can be done to allocate cloud computing resources based on predictions of the types of services that will be provided at a given time. The study could be expanded to look at how to improve other performance metrics like task rejection ratio, algorithm complexity, and CPU utilization rate.
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APPENDIX

Definition of Terms & Acronyms

1. **Algorithm**: An algorithm is a set of instructions that tells you how to solve a specific problem.
2. **Cloud**: This is a pool of computing resources that can be accessed by clients over the internet on pay as you go basis.
3. **Cloud computing**: This refers to computing operations that take place on computers that are connected to the internet.
4. **Complexity of algorithm**: is the amount of time (number of steps) and memory required to perform a computation specified by the algorithm.
5. **Computer network**: is set of computers connected together for the purpose of sharing resources such as internet, intranet, Local Area Network, Wide Area Network.
6. **CPU**: Central Processing Unit
7. **Data Center (DC)**: A data center is a physical facility where enterprises store their critical applications and data.
8. **Distributed**: Spread across multiple computers.
9. **Flowchart**: a flowchart is a diagram made up of symbols and words that completely describes an algorithm (i.e., how to solve a problem).
10. **IaaS**: Infrastructure as a Service
11. **Model**: is a physical, mathematical, or otherwise logical representation of a system, entity, phenomenon, or process.
12. **PaaS**: Platform as a Service
13. **PSO**: Particle Swarm Optimization
14. **SaaS**: Software as a service
15. **Server**: A server is a computer that offers services to another computer (referred to as the client).
16. **Technique**: a method of carrying out a specific task, particularly the execution or performance of a creative work or a scientific procedure.
17. **TM-BAL**: Throughput Maximization Based Load Balancer
18. **Virtual machine (VM)**: is a computer that does not exist in the physical realm but is simulated by another computer.
19. **RAM**: Random Access Memory
20. **Simulation**: A computer simulation is a computer program that performs a step-by-step representation of the behavior of a system in real life.