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ABSTRACT 
 

In the digital age of marketing, leveraging social network ads for sales predictions has become 
imperative for businesses seeking to enhance their advertising strategies. This article investigates 
"Machine Learning Evaluations for Sale Predictions Using Social Network Ads." This study delves into 
the intersection of machine learning and social network ads, aiming to enhance sales predictions for 
informed marketing decisions. With user data encompassing fields such as Gender, Age, and 
Estimated Salary, and the binary variable Purchased indicating purchase behavior, we embark on a 
feature engineering journey to optimize predictive models. Our feature engineering process converts 
categorical attributes into binary representations, facilitating compatibility with machine learning 
algorithms. The numerical features Age and Estimated Salary may undergo scaling to improve model 
performance. We apply various machine learning models to uncover insights into the relationships 
between user attributes and purchase behavior. The study reveals actionable insights, demonstrating 
the efficacy of machine learning in refining sales predictions. By aligning marketing strategies with 
user preferences and behaviors, businesses can enhance their advertising efficiency and overall ROI. 
The synergy between machine learning and social network ads offers a potent means of refining sales 
predictions and tailoring marketing strategies. This article equips marketing professionals, data 
scientists, and decision-makers with a foundational understanding of the feature engineering process, 
model selection, and evaluation metrics employed to unlock the potential of social network ads in 
sales predictions. 
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1. INTRODUCTION 
 
In the contemporary landscape of commerce, where data is a precious commodity and digital 
marketing reigns supreme, the ability to predict sales outcomes with precision has become a 
competitive advantage of paramount importance. The confluence of machine learning and social 
network advertising has unlocked a realm of possibilities for businesses seeking to optimize their 
marketing strategies. This article embarks on a comprehensive exploration of "Machine Learning 
Evaluations for Sale Predictions Using Social Network Ads," shedding light on the pivotal role of data-
driven methodologies in shaping marketing decisions. The Digital Marketing Paradigm: As the 
marketplace increasingly migrates to online platforms and social networks, businesses have redefined 
their advertising strategies. Social network ads have emerged as a powerful tool to engage with 
potential customers, offering unparalleled reach and targeting capabilities. However, the efficacy of 
these ad campaigns hinges on the ability to tailor them to the preferences and behaviors of a diverse 
user base. 
 
The Imperative of Accurate Sales Predictions: Accurate sales predictions lie at the core of successful 
marketing endeavors. When businesses can foresee which user segments are more likely to make a 
purchase, they can allocate resources more efficiently, refine ad content, and ultimately enhance their 
return on investment (ROI). Machine learning, with its ability to analyze vast datasets and discern 
intricate patterns, provides a path to achieve these granular sales predictions. The Research Objective: 
This study aims to harness the power of machine learning to improve sales predictions based on user 
attributes and purchasing behavior in the context of social network ads. The dataset under 
consideration encompasses fields such as Gender, Age, and Estimated Salary, along with the binary 
outcome variable Purchased, which denotes whether a user made a purchase through social network 
ads. By leveraging advanced feature engineering techniques and a selection of machine learning 
models, we endeavor to uncover valuable insights that empower businesses to fine-tune their 
advertising strategies. 
 
In the subsequent sections, we will dive deeper into the feature engineering process, model selection, 
and evaluation metrics employed to unravel the potential of social network ads for enhancing sales 
predictions. This article serves as a guide for marketing professionals, data scientists, and decision-
makers navigating the ever-evolving landscape of digital advertising and data-driven marketing 
strategies. 

 
2. LITERATURE REVIEW 
 
Recent years have witnessed the rapid growth of machine learning techniques across various fields. 
Etim, et. al.  [1] on high blood pressure prediction and music control exemplifies the diversity of 
machine learning applications. Additionally, Ezea, [2] provides a systematic review of machine learning 
in suicide ideation detection, emphasizing model accuracy and precision in sensitive areas like mental 
health. In addition, he [3] explores machine learning's potential in security through real-time 
surveillance and intrusion detection, while [4] delves into the optimization of wireless sensor 
performance for real-time detection. Ezea, and Uba, [5] in a mobile adaptive online diagnostics 
machine learning system for heart disease prediction, demonstrated the breadth of machine learning 
applications. 
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Furthermore, machine learning has specifically been explored in social media for various purposes.  
This section highlights the integral role of social media marketing in improving business strategies and 
models, particularly concerning start-up firms, within the context of machine learning model evaluation 
for sales predictions using social network ads. The prevalence of social media platforms, with 
approximately 3.04 billion active users worldwide in 2018, underscores the significance of harnessing 
these platforms for businesses. A study by Statusbrew in 2018 revealed that 90% of social media 
users actively seek engagement with brands and retailers, reaffirming the allure of social media for 
firms, particularly start-ups. Social media serves as a catalyst for firms, offering several advantages, 
including direct communication with consumers and stakeholders and enhancements in venture 
financing [6, 7]. 
 
One of the key aspects of utilizing social media within marketing strategies is its ability to facilitate 
direct communication between businesses and consumers. According to Dziadkiewicz et al. [6], social 
media users involved in businesses are inclined to offer support, share advice, and relay their 
experiences to newcomers. This willingness to participate without expecting rewards creates a brand 
community within the social media context, leading to heightened brand loyalty, increased consumer 
interaction, more substantial feedback collection, and amplified word-of-mouth advertising [8]. Such 
user-generated content and direct interactions play a pivotal role in building customer relationships 
and fostering viral marketing among specific interest groups. Even if users aren't part of the brand 
community, their potential to share knowledge and experiences about start-up firms can provide them 
with a level playing field comparable to larger corporations [7]. 
 
Social media platforms offer firms the capability to listen to conversations about their brand and 
interact directly with consumers, contributing to improved perceived service quality. By crafting a 
positive initial impression through their posts and activities, firms can portray themselves as reliable, 
knowledgeable, and approachable entities [19]. Furthermore, the global nature of social media 
platforms ensures that firms aren't geographically confined [20]. Thus, for start-up firms aiming to gain 
these advantages and enhance their business strategies, engagement in social media marketing 
activities becomes imperative. 
 
Additionally, social media marketing activities have been observed to boost venture financing and 
enhance crowdfunding efforts for start-up firms. The cost-effectiveness of social media platforms 
makes them powerful tools for advertising and brand building, even within constrained budgets [21]. 
Research by Aggarwal et al. [22] links the usage of social media platforms by start-up firms to 
increased venture financing. Greenwood and Gopal [23] note the impact of social media platforms in 
enhancing firm funding. A study by Kuruzovich and Lu [21] underscores that social media marketing 
activities, such as the volume of posts and replies, significantly influence consumer engagement and 
venture financing for start-up firms. This heightened engagement, driven by word-of-mouth marketing, 
can be considered a form of invaluable financial and fundraising data, assisting start-up firms in 
assessing various ventures [24]. Moreover, the theory of weak ties posits that consumer engagement 
on social media platforms aids start-up firms in expanding their weak ties in social networks, thereby 
accessing essential resources, or social capital, necessary for their success [25,26].  
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Social capital theory further emphasizes that the evaluation of venture financing by start-up firms is 
largely influenced by their engagement in different forms of social capital [27]. In the context of social 
media, where networks bind users and firms together, the level of interaction between consumers and 
firms contributes significantly to a firm's competitive advantage [29]. Active user engagement on social 
media platforms has also demonstrated a strong correlation with crowdfunding success, a fundraising 
approach commonly employed by start-up firms [30]. Beyond these identified benefits, social media 
marketing offers the advantage of cost-efficiency, allowing start-up firms to maximize their impact 
within limited budgets [6–8, 31]. With reduced costs, start-up firms can optimize their machine 
learning model evaluation strategies for sales predictions using social network ads, effectively 
leveraging social media marketing as a key component of their business development. In summary, 
the dynamic realm of social media marketing offers a diverse set of advantages for businesses, 
especially start-up firms. The integration of social media within marketing strategies provides direct 
engagement, improves perceived service quality, enhances venture financing, and amplifies the 
potential for crowdfunding success. These findings underscore the importance of adopting effective 
social media marketing strategies within the context of machine learning model evaluation for sales 
predictions through social network ads. 
 
3. METHODOLOGY 
 
The methodology employed in this study encompasses data collection, preprocessing, feature 
engineering, machine learning model selection, and data visualization. Each step is carefully designed 
to ensure the robustness of our approach in predicting sales using social network ads. This section 
provides a detailed overview of the methods and techniques used in this analysis. 
 
3.1. Data Collection 
Our dataset comprises user information, including User ID, Gender, Age, Estimated Salary, and the 
binary outcome variable Purchased, which indicates whether a user made a purchase through social 
network ads. The data was obtained from Kaggle and is considered representative of a real-world 
scenario. 
 
3.2. Data Preprocessing 
Effective data preprocessing is the cornerstone of any successful data analysis and machine learning 
endeavor. In our pursuit to enhance sales predictions using social network ads, we meticulously 
processed the dataset to ensure its quality, consistency, and compatibility with machine learning 
models. This section outlines the key steps involved in data preprocessing. 
 
3.2.1. Handling Missing Values 
The presence of missing data can significantly impact the performance of machine learning models. 
We began our data preprocessing by identifying and addressing missing values in the dataset. 
Depending on the extent of missing data, we employed one of several techniques: 

a. Imputation: In cases where the missing data was minimal, we imputed missing values 
using the mean, median, or mode of the respective feature, ensuring minimal 
disruption to the dataset. 

b. Data Removal: Data points with substantial missing values were carefully considered 
for removal, preventing the introduction of significant bias. 
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3.2.2. Ensuring Data Quality 
Data quality is paramount in any analysis. We conducted a thorough review of the dataset to identify 
and rectify any inconsistencies, anomalies, or errors. This entailed the following activities: 

a. Outlier Detection: We employed box plots and statistical methods to detect outliers in 
numerical features, allowing us to assess their impact and take appropriate corrective 
actions. 

b. Data Cleansing: Any inconsistencies in categorical data, such as incorrect labels or 
formatting, were rectified to ensure uniformity. 

 
3.2.3. Encoding Categorical Variables 
Machine learning models generally require numerical input, so we encoded categorical variables into 
a numerical format. In our dataset, "Gender" was a categorical feature, and we applied one-hot 
encoding to create binary columns representing each category. This transformation allowed the 
models to interpret categorical data effectively. 
 
3.2.4. Feature Scaling 
To ensure that the numerical features had comparable scales, we applied feature scaling. This step is 
particularly important for models that are sensitive to feature magnitudes, such as Support Vector 
Machines (SVM). Common scaling techniques include z-score standardization or min-max scaling. 
 
3.2.5. Data Splitting 
Before applying machine learning models, we split the dataset into training and testing sets. The 
training set was used to train the models, while the testing set was kept separate for evaluation. This 
prevented model overfitting and provided a reliable measure of predictive performance. 
 
3.3. Data Visualization 
In our analysis of sales predictions using social network ads, we've employed various data visualization 
techniques to gain insights into the relationships between user attributes and purchase behavior. The 
following graphs provide a visual representation of the data and its characteristics: 
 
3.3.1. Scatterplot: Age vs. Estimated Salary by Purchase 

 
Figure 1: Scatterplot: Age vs. Estimated Salary by Purchase 
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This scatterplot visualizes the distribution of users' Age and Estimated Salary with respect to their 
purchase behavior. Data points are color-coded to distinguish between users who made a purchase 
(Purchased=1) and those who did not (Purchased=0). 
 
3.3.2. Purchase Distribution 

 
Figure 2: Purchase Distribution 

 
 
The countplot displays the distribution of user purchases. It reveals the balance between users who 
made a purchase (Purchased=1) and those who did not (Purchased=0). 
3.3.3. Gender Distribution 

 
Figure 3: Gender Distribution 

 
 
The pie chart illustrates the distribution of users by gender. It provides a visual breakdown of the 
gender composition in the dataset, enabling an understanding of the user demographics. 
Outlier Analysis: Age and Estimated Salary 
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Figure 4: Outlier Analysis: Age and Estimated Salary 

 
This set of box plots examines the presence of outliers in the Age and Estimated Salary variables. The 
whiskers represent the data distribution, while the means are indicated by the blue lines, aiding in the 
identification of potential outliers. 
 
3.3.4. Gender and Age by Purchase (Bar Plot) 
 

 
 

Figure 5: Gender and Age by Purchase (Bar Plot) 
 
The bar plot depicts the relationship between user Age, their Gender, and whether they made a 
purchase. The bars are separated by gender and further distinguished by purchase behavior. 
3.3.5. Gender and Age by Purchase (Violin Plot) 
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Figure 6: Gender and Age by Purchase (Violin Plot) 

 
The violin plot visualizes the distribution of user Age based on their Gender, with additional insights 
into purchase behavior. It provides a comprehensive view of the density of data within each category. 
 
3.3.6. Gender and Estimated Salary by Purchase (Box Plot) 
 

 
Figure 7: Gender and Estimated Salary by Purchase (Box Plot) 

 
This box plot explores the relationship between user Estimated Salary, their Gender, and purchase 
behavior. It allows for a comparison of salary distributions and identifies any outliers within each 
category. 
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3.3.7. Correlation Heatmap 

 
Figure 8: Correlation Heatmap 

 
The correlation heatmap provides a visual representation of the relationships between various 
attributes in the dataset. It quantifies the degree of association between variables, helping to identify 
potential patterns and dependencies. These visualizations not only enhance our understanding of the 
data but also play a crucial role in informing the feature engineering and machine learning processes 
to improve sales predictions using social network ads. These visualizations not only enhance our 
understanding of the data but also play a crucial role in informing the feature engineering and machine 
learning processes to improve sales predictions using social network ads. 
 
3.4. Feature Engineering 
Feature engineering is a critical step in the data preparation process for machine learning. It involves 
selecting, transforming, or creating features to improve the performance of our predictive model. In 
this section, we will discuss the feature engineering process for our dataset, which includes the 
following fields: User ID, Gender, Age, Estimated Salary, and Purchased. 
 
3.4.1. User ID 
The User ID is a unique identifier for each individual in our dataset. While it's a valuable field for 
tracking and referencing specific users, it is unlikely to have any direct influence on whether a user 
makes a purchase through social network ads. In fact, including User IDs as features in our model may 
lead to overfitting, as it assigns unnecessary importance to individual identifiers that don't carry 
predictive power. Therefore, we will exclude this field from our feature set to prevent any potential 
issues related to overfitting. 
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3.4.2. Gender 
Gender is a categorical variable that could potentially influence a user's decision to make a purchase. 
Gender-based marketing strategies are common, and we want to account for this in our model. To do 
so, we used one-hot encoding to convert this categorical variable into binary numerical features. We 
created two new columns: one for male and one for female. In these columns, a '1' will represent the 
presence of that gender, while '0' will indicate the absence. By transforming gender into binary 
features, we make it suitable for machine learning algorithms that require numerical data, and we can 
capture any gender-based trends that may affect purchasing decisions. 
 
3.4.3. Age 
Age is a numerical feature and can directly impact a user's likelihood to make a purchase. As users of 
different age groups may respond differently to social network ads, we include this field as a feature 
in our model. Depending on the chosen machine learning algorithm, we may consider standardizing 
or scaling this feature. For example, some algorithms, like Support Vector Machines (SVM), perform 
better when features are on the same scale. 
 
3.4.4. Estimated Salary 
Similar to Age, Estimated Salary is a numerical feature with potential relevance to sales predictions. 
The actual salary estimate of users may play a role in their purchasing behavior. As with age, we should 
consider standardization or scaling of this feature based on the specific machine learning algorithm 
being used. 
 
3.4.5. Purchased 
Purchased is our target variable, representing whether a user made a purchase (1) or not (0) as the 
outcome we want to predict. No further feature engineering is needed for this field, as it is already in 
the desired binary format for classification tasks. 
 
3.4. Machine Learning Models 
In our pursuit to enhance sales predictions through social network ads, we've employed a diverse 
array of machine learning models, each with its distinct characteristics and capabilities. The 
following section provides a comprehensive overview of the chosen models and their relevance to 
our analysis, including mathematical expressions where applicable. 
 
3.4.1. Logistic Regression 
 
Type: Supervised Learning - Classification 
 
Mathematical Expression: Logistic Regression models the probability of a binary outcome as follows: 

 

 
Where: 

P(Y=1|X) is the probability of a user making a purchase. 
X represents the user attributes. 
β0, β1, β2, …, βn are the model coefficients. 
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Strengths: Simple, interpretable, and effective for binary classification tasks. It models the probability 
of an event (in our case, a purchase) as a function of user attributes. 
 
3.4.2. Random Forest 
 
Type: Supervised Learning - Ensemble Method 
 
Mathematical Expression: The Random Forest algorithm combines the predictions of multiple 
decision trees to improve accuracy. The individual decision trees do not have a single mathematical 
expression but rely on a series of split rules. 
 
Strengths: Robust, versatile, and capable of handling complex interactions in the data. Combines 
multiple decision trees to improve accuracy and reduce overfitting. 
 
3.4.3. Gradient Boosting 
Type: Supervised Learning - Ensemble Method 
 
Mathematical Expression: Gradient Boosting sequentially builds a series of weak models to form a 
strong predictive model. The model ensemble can be expressed as: 
 

 
Where: 

F(X) is the final model's prediction. 
T is the number of weak models. 
αt are weights. 
ft(X) represents each weak learner's prediction. 

 
Strengths: Effective in reducing bias and variance by focusing on errors made by previous models. 
 
3.4.4. Ada Boost 
 
Type: Supervised Learning - Ensemble Method 
 
Mathematical Expression: Ada Boost boosts the performance of weak learners by assigning weights 
to data points. The final prediction is a weighted combination of the weak learners' predictions. 
 
Strengths: Boosts the performance of weak learners. Focuses on data points that were misclassified 
by previous models. 
 
3.4.5. Support Vector Machine (SVM) 
 
Type: Supervised Learning - Classification 
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Mathematical Expression: The decision boundary for SVM can be expressed as: 

 
Where: 

f(X) is the predicted class label. 
αi are the Lagrange multipliers. 
αi is the class label. 
K(X, Xi) is the kernel function. 
b is the bias term. 

 
Strengths: Effective in high-dimensional spaces, suitable for non-linear data, and finds optimal 
decision boundaries between classes. 
 
3.4.6. Gaussian Naive Bayes (Gaussian NB) 
 
Type: Supervised Learning - Classification 
 
Mathematical Expression: Gaussian NB relies on Bayes' theorem for classification and assumes 
Gaussian (normal) distribution of features within each class. 
 
Strengths: Simple and efficient, especially for text and categorical data. Relies on Bayes' theorem for 
classification. 
 
These machine learning models play integral roles in our analysis, offering diverse and adaptable 
solutions for predicting sales outcomes through social network ads. The subsequent section will 
unveil their individual performances and guide us in making informed choices regarding model 
selection for our specific sales prediction task. 
 
4. RESULTS  
 
4.1. Model Performance Evaluation 
In our pursuit of enhancing sales predictions using social network ads, the performance of machine 
learning models serves as a critical benchmark. This section unveils the outcomes of our model 
evaluation, offering insights into the effectiveness of various models in achieving our objectives. 
 
4.2. Model Performance Line Plot 
The line plot below showcases the performance of different machine learning models, each marked 
on the x-axis, against their corresponding evaluation metric scores on the y-axis. The model 
performance is measured in the context of our specific sales prediction task. 
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Figure 9: Line Graph for the Performance of Machine Learning Models 
 
The line plot allows us to observe trends and variations in model performance. It is evident from the 
plot that certain models outperform others, guiding us toward the selection of the most effective 
models for sales predictions. 
 
4.3. Model Performance Bar Plot 
In addition to the line plot, the bar plot provides a concise comparison of model performance. Each 
model is represented by a bar, and the height of the bar corresponds to the model's evaluation metric 
score. This visualization enables a straightforward assessment of each model's predictive capabilities. 
 

 
Figure 10: Bar chat for the Performance of Machine Learning Models 

 
The bar plot clearly illustrates the disparities in model performance, aiding in the identification of the 
top-performing models for our specific sales prediction task. 
 
4.5. Insights and Recommendations 
From our model evaluation, it is apparent that not all machine learning models are equally effective in 
predicting sales outcomes through social network ads. The results obtained from the line and bar plots 
offer critical insights into the performance of each model, guiding us in the selection of the most 
suitable models for enhancing our marketing strategies. Based on our findings, we can confidently 
recommend the adoption of specific models that have demonstrated superior predictive capabilities. 
These recommendations will play a pivotal role in tailoring our marketing strategies for maximum 
effectiveness and a higher return on investment (ROI). 
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In this "Results" section, we present and discuss the outcomes of your model performance evaluation, 
making use of the line and bar plots to visually convey the effectiveness of different machine learning 
models in predicting sales outcomes through social network ads. 
 
5. CONCLUSION  
 
In conclusion, our study on "Machine Learning Models Evaluation for Sales Prediction Using Social 
Network Ads" highlights the crucial role of data-driven approaches in shaping contemporary marketing 
decisions. Through meticulous feature engineering and the deployment of various machine learning 
models, including Logistic Regression, Random Forest, Gradient Boosting, Ada Boost, Support Vector 
Machine, and Gaussian Naive Bayes, we gained nuanced insights into the relationships between user 
attributes and purchasing behavior. 
 
The results showcased varying model performances, emphasizing the need for tailored approaches in 
predicting sales outcomes through social network ads. Our recommendations provide valuable 
insights for marketing professionals and decision-makers aiming to optimize their advertising 
strategies. By adopting models with superior predictive capabilities, businesses can refine their 
marketing tactics, aligning them with user preferences to achieve a higher return on investment. This 
article serves as a foundational resource for navigating the dynamic landscape of digital advertising 
and data-driven marketing. As businesses continue to leverage social network ads, the synergy with 
machine learning emerges as a potent force for unlocking actionable insights and refining sales 
predictions in the ever-evolving realm of e-commerce. 
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