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ABSTRACT 
 
Maternal health often transcends the overall physical, mental well-being of both a mother and the fetus through the 
duration of pregnancy and postpartum period. The crucial nature of provisioning adequate medicare during pregnancy 
cannot be over-emphasized – as it seeks to reduce the risk levels associated with maternal-and-neonatal deaths. With 
class-imbalance and dynamic chaotic features rippled across the domain dataset – models must be poised at improved 
generalization performance via the appropriate selection of features that will yield improved ground-truth for the target 
class. With vast amount of data acquired via sensor observations and clinic parameters – machine learning schemes 
have been successfully trained to gleans off valuable insights to medi-czars with proactive interventions for potential 
health risks prior its clinical manifestations. With early identification of potential health-related anomalies in maternal 
mortality risk levels – we posit a three-condition feature selection framework (3ConFA) that effectively hybrids the chi-
square, information gain and decision tree recursive feature elimination modes – that ensures a hard-voting such that 
all three-mode feature selection criteria is utilized in the selection of final feature set of the explored dataset – to 
ensure that only features that meets all three-conditions are selected. With feature selection achieved via 3ConFA, and 
data balancing with SMOTE-Tomek – we utilize a hybrid attention-guided bi-directional gated recurrent unit in identifying 
the risk-level symptoms (predictors). Result shows that our attention-guided BiGRU ensemble yields F1 0.995, Accuracy 
0.997, Precision 1.000, Specificity 1.000, Recall 0.998, and AUC 0.997 – to accurately classify all 253-cases of test-
dataset. In addition, our proposed hybrid model outperformed the various benchmarks.  
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I. INTRODUCTION 
 
Maternal mortality is best described as the death of women during pregnancy, post-pregnancy 
cum childbirth, or within six-weeks of the termination of a pregnancy (Ismail et al., 2017). This is 
especially true for rural-and-semi-urban areas with residents of low-income households – as 
pregnancy has since become a crucial public concern due to the limited availability of resources 
and provisioning of medicare infrastructure (Onoma, Ako, Anazia, Oghorodi, et al., 2025; Onoma, 
Ako, Ojugo, Geteloma, et al., 2025), the access to quality medicare (Tyler Morris et al., 2023), 
insufficient natal care (Pratama et al., 2025; Zuama et al., 2025), and maternal malnutrition 
(Setiadi, Ojugo, et al., 2025). These have remained the immediate causative for the rising trends 
in infant-and-maternal mortality – alongside the severe lack of healthcare czars (Razali et al., 
2020), skilled birth attendants, and other essential healthcare resources (E. Ugbotu, Ako, et al., 
2025). The World Health Organization (WHO) has dubbed maternal mortality a menace (Eranga, 
2020) with many households in multi-dimensional poverty – as 1-in-42 women in Africa will likely 
die of associated risks (Ojugo, Ejeh, Akazue, Ashioba, et al., 2023). Nigeria accounts for 29% of 
global maternal mortality (i.e. 1,047 per 100,000 deaths) as compared to nations such as 
Australia and New Zealand with about 4-deaths per 100,000 live-births (Behera et al., 2022). 
Surprisingly, 65% of global maternal mortality is experienced in Africa (Jerbi et al., 2023) – and 
millions of women are constantly, still exposed to pregnancy-induced and livebirth risks. Advances 
in medicare frontiers have ushered in improved healthcare infrastructure (Setiadi, Nugroho, et al., 
2024), and rippled across a global drop by 34% between 2005 and 2023 in maternal mortality 
(Al-Nbhany et al., 2024), and a decline of about 95-percent in middle- cum low-income nations.  
 
While, skilled healthcare professionals via their expertise, easily prevent complications that save 
lives – symptoms such as hypertension (Odiakaose et al., 2024), diabetes (Ojugo et al., 2015b) 
and other pregnancy-induced complications (Joshi & Dhakal, 2021) yields a range of triggers that 
advent closer monitoring of pregnant women and urgent alert of experts, soon as symptoms are 
flagged to avoid fatal outcomes for both a mother and her fetus (Ojugo & Otakore, 2018a). Other 
triggers of change in clinical parameters can include BMI, pre-existing diabetes, blood pressure 
(Eboka, Aghware, et al., 2025; Eboka, Odiakaose, et al., 2025), blood sugar, etc, which allows 
care experts to investigate cases of high-risk in pregnancies via a comprehensive monitor. These 
complications, if unmonitored and unmanaged – morphs as life-threatening conditions to infant 
and maternal mortality (Agboi, Emordi, et al., 2025). Monitoring of vital signs as critical clinical 
parameters like underlying diabetes, hypertension, blood pressure, etc – are essential predictors 
for early risk-levels detection for maternal mortality (Ako et al., 2025); whereas, other features 
like mental health (depression) impact both mother-and-baby, and require drug-possible support. 
Diabetes and blood sugar requires urgent control to prevent high birth-weights or preterm delivery 
(Joseph et al., 2022; Manickam et al., 2022); while, hypertension can cause risks like eclampsia, 
preeclampsia (restricted blood-flow) to a fetus (Zetterman et al., 2024), and ultimately, maternal 
hemorrhaging (Akazue, Okofu, et al., 2024; Ojurongbe et al., 2023).  
 
These are significantly, complex and dynamic complications that needs constant monitoring and 
alert of healthcare professional. to prevent accompanying severe risks to both the mother and 
fetus (da Costa et al., 2021). Advances in medicare with the integration of diagnostic tools, 
wearable technologies, and mental health screening procedures – have all sought to enhance 
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real-time monitoring (Malasowe, Aghware, et al., 2024; Malasowe, Ojie, et al., 2024) with timely-
sensitive interventions. Sensor-based supports offers a non-invasive, continuous monitoring that 
that aligns with the United Nations Sustainable Development Goals 3 (Good Health and Well-
Being), SDG 9 (Industry, Innovation and Infrastructure), and SDG 10 (Reduced Inequalities) (Ojugo 
& Yoro, 2021). Patients’ comprehensive care eased with techs have become crucial to reduce the 
accompanying risk-levels with pregnancy vis-à-vis improve positive outcomes in risky pregnancies. 
The monitor and alert of clinical criteria has become crucial as a comprehensive dataset will yield 
greater insights of detailed health-profile for pregnant mothers (Qasrawi et al., 2022). This, in turn 
will enhance our understanding of pregnancy-risk issues (Throm et al., 2025), equip healthcare 
professionals (Soni et al., 2020) with informed decisions for improved diagnostic accuracy (Binitie 
et al., 2025; Ejeh et al., 2024), and proffer the needed-support for development and deployment 
of predictive models (Ifioko et al., 2024; Muhamada et al., 2024; Yoro et al., 2025).  
 
The continuous monitoring via sensor-based units offers data acquisition for a patient’s baseline 
health status (Bolívar, 2013). The acquired metrics readings provision early warning of symptoms 
that aids the formulation of a tailored treatment plan and dissuade a complete metastasis as 
close to the source of the plausible disease (Odiakaose et al., 2025). The use of machine learning 
(ML) in medical data analysis to effectively recognize anomalies that helps us glean off insights 
into emergent issues. MLs have become veritable tools for disease prediction, identification and 
classification. As trained, they are broadly classified into: traditional machine learning schemes 
(TMLS) (Onoma, Agboi, Geteloma, Max-egba, et al., 2025), improved deep learning (IDLA) (Ojugo, 
Akazue, Ejeh, Ashioba, et al., 2023; Oppenheimer et al., 2024), and ensemble learning schemes 
(ELS) (Binitie et al., 2024). The flexibility and robustness of TMLS does efficiently and succinctly 
help it to learn the underlying changes in data patterns to help decode selected predictors that 
fastens model design and construction that eases the identification of outliers. A major pitfall of 
the TMLS is their adaptability in resolving the imbalanced nature of the explored dataset. To 
overcome this, the IDLA exploits cascaded neural networks used to capture chaotic, and high-
dimensional micro data-points within a problem domain (Setiadi, Sutojo, et al., 2025). IDLA is 
restricted in its use due to its poor generalization from the vanishing gradient problem. Its 
variants seek to resolve this via the use of input-gates to controls the flow structure, and yield 
adaptability ease of its long-term dependencies (Schwertner et al., 2022). Its other demerits that 
may also restrict its usage includes: (a) its inability to handle larger dataset, and (b) longer train 
time to converge (Borchert et al., 2023; Eboka, Odiakaose, et al., 2025; Yoro & Ojugo, 2019a).  
 
A further quest in hybridization results in ensemble learning scheme (ELS), which tactically fuses 
TMLS and IDLA, to yield a stronger learner with enhanced performance (Nayak et al., 2025; 
Setiadi, Susanto, et al., 2024). It leverages the predictive capability of both approaches to avoid 
model overfit with enhanced generalization for a comprehensive knowledge of the task (Islam et 
al., 2021; E. V. Ugbotu, Aghaunor, et al., 2025; E. V. Ugbotu, Emordi, et al., 2025). Its challenges 
include (Agboi, Onoma, et al., 2025; Malasowe, Edim, et al., 2024): (a) structural conflicts that 
determines the mode of fusion, and branch-off that points the end of one model onto the other, 
and (b) data-encoding conflicts that determines the conversion of data (i.e. binary-octal-decimal-
hex schemes) as easily understood from one model to another – and easily resolved via One Hot-
Encoding mode (Aghaunor, Agboi, et al., 2025; Ojugo & Eboka, 2018c; Omoruwou et al., 2024). 
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This study contributes thus: (a) addresses existing gaps while proffering an extensive dataset of 
pregnant women receiving care at the Asaba Specialist Hospital in Delta State (Nigeria), (b) the 
sensitive nature of medical analytics with selected features for identifying maternal mortality - 
should provide a model with relevant predictors for the effective identification of the target class, 
(c) resolve dataset imbalance so that explored model is sensitive to account for the impact of the 
minority-class (Aghaunor, Omede, et al., 2025) that should not be ignored. Our study includes: 
Section 1 introduces subject with gaps for the study, (b) Section 2 unveils the proposed method – 
and leans on data collection, pre-processing, 3ConFA feature fusion, data split-balance-normalize, 
the model construction, its training and validation, and (c) Section 3 – discusses the experimental 
results obtained as evidence in a broader context of maternal mortality risk level dataset. 
 
2. MATERIAL AND METHOD 
 
The proposed transfer learning approach is seen as in Figure 2. 
 
Step-1 – Data Gather: We explore the UCI Maternal Mortality Risk Level dataset (Simegn & Degu, 
2025) available on [web]: https://data.mendeley.com/datasets/p5w98dvbbk/1. It consists 
1014-data with features such as age, body temperature, body mass index, systolic and diastolic 
pressure, medical history, mental health status, diabetes, heart rate, clinical observations, etc. 
Records are distributed into high-risk 272-records, medium-risk 336, and low-risk 406 classes as 
in Figure 2 – whereas, the dataset risk-level features are seen as in Figure 3, with a description of 
the dataset is in Table 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Proposed Attention Guided BiGRU methodology for Maternal Mortality 
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Figure 2. Dataset Plot by Risk-levels  Figure 3. Dataset Plot by Symptoms 
 
Table 1. Maternal Mortality Dataset 

Parameters Description Data Type 
age Age in years when woman was pregnant integer 
systolicBP Upper value of blood pressure in mmHg  integer 
diastolicBP Lower value of blood pressure in mmHg integer 
bmi Body mass measures a patient fat for weight and height (kg/m2) integer 
bloodSugar Blood molar concentration in mmol/L integer 
bodyTemperature Body temperature of the patient in degrees Fahrenheit  float 
PreexistingDiabetes Patient has a history of diabetes (0: No, 1: Yes) binary 
gestationalDiabetes Patient has gestational diabetes during pregnancy (0: No, 1: Yes) binary 
mentalHealthStatus Patient’s has history of mental challenge (0: No, 1: Yes) binary 
MMSE Mini-mental state exams (0-to-30) – lower score as impairment  float 
heartRate Patient’s sleep time and quality ranging from 4-to-10 float 
previousComplications Patient has history of past chronic conditions (0: No, 1: Yes)  binary 
confidentialReportxxx Doctor-In-Charge confidential report XXXConfid 
riskLevel Overall risk level of patient based on clinical parameters binary 
 
Step-2 – Pre-processing cleans up the dataset by expunging redundancies to yield integrity, and 
removes missing values to yield quality. The dataset had no missing values cum records. Thus, it 
was then encoded using the one-hot encoding technique mode that transforms categorical data 
into its equivalent binary forms (Ojugo & Otakore, 2018b, 2020; Ojugo & Yoro, 2013). 

 

Step 3 – Feature Selection via Three Condition Feature Aggregation: Model training and validation 
for disease risk identification (Ojugo et al., 2021; Ojugo & Ekurume, 2021) is heavily dependent 
on the selected features, used by the explored model as predictors for ground-truth (Li et al., 
2025; Ojugo et al., 2013). With large data collected at training – certain features are relevant for 
improved generalization; while other docile feature(s) degrade performance rather than enhance 
it. Here, we utilize the Three Conditions for Feature Aggregation (3ConFA) model (Asuai et al., 
2025) that reduces a dataset’s dimensionality whilst retaining essential predictors needed to 
effectively train/validate the explored model (Ojugo & Otakore, 2020; Ojugo & Yoro, 2013). Our 
3ConFA scheme utilizes an ensemble feature selection technique that hybrids into a single mode 
– multiple feature selection modes to yield fastened model construction and improved model 
performance (Akhutie-Anthony et al., 2025). The 3ConFA model minimizes noisy (features) bias to 
ensures that only relevant features are retained (Ghasemieh et al., 2023).  
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Our 3ConFA curates an optimal number of predictors by aggregating the various modes to 
optimize the utilized ML, whilst decreasing model over-parameterization and complexity (Onoma, 
Ugbotu, Aghaunor, Agboi, et al., 2025; Onoma, Ugbotu, Aghaunor, Odiakaose, et al., 2025). Our 
3ConFA fuses the filter (infoGain and chiSquare) and wrapper (recursive feature elimination) 
modes to iteratively remove irrelevant features via the EFST feedback (Akazue, Debekeme, et al., 
2023; Akhutie-Anthony et al., 2025).  
 
The 3ConFA EFST approach is explained thus: 
1. The filter-mode Chi-square test evaluates the statistical independence between a feature 𝑓 

and its target class 𝐶 – measuring the degree of association between observed and expected 
frequency. A higher X2 implies stronger correlation of the feature with its target, and suggests 
higher feature relevance (Ako et al., 2024; Onoma, Agboi, Ugbotu, Aghaunor, et al., 2025). As 
in Equation 1 – X2 value is computed with 𝑂𝑖 as observed frequency of co-occurrence between 
a feature value and the target class, 𝐸𝑖 is the expected frequency assuming independence 
between feature and class, and ∑ is the summation over all categories. 
 

𝑋ଶ = ෍
(𝑂௜ − 𝐸௜)ଶ

𝐸௜
         𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 1 

 
2. The filter-mode Information Gain – measures how much a feature 𝑓 reduces the uncertainty 

(entropy) in a target class 𝐶 – by ranking all the selected features based on their ability to split 
a dataset into more homogeneous subsets (Akazue, Asuai, et al., 2023). Expressed as in the 
Equation 2 – it yields a difference between the entropy of the target variable (prior split) and 
the conditional entropy (after split based on the feature) as thus: (a) it first computes entropy 
for the target class to quantify its overall uncertainty as in Equation 2a, (b) it measures the 
residual uncertainty after partitioning the data based on a given feature using conditional 
entropy as in Equation 2b, and (c) it determines the reduction in uncertainty attributable to 
that feature, defined as the information gain (Equation 2c). A feature is deemed relevant if its 
IG value is greater than or equal to a predefined threshold. 

 

𝐻(𝐶) = − ෍ 𝑃(𝐶௜) logଶ 𝐶௜

௜

         𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 2𝑎 

 

𝐻(𝐶|𝑓) = − ෍ 𝑃൫𝑓௝൯

௝

෍ 𝑃(𝐶௜|𝑓௜)

௜

logଶ(𝐶௜|𝑓௜)          𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 2𝑏 

 

𝐼𝐺(𝑓) = 𝐻(𝐶) − 𝐻(𝐶|𝑓)          𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 2𝑐 
 
3. The wrapper-mode Decision Tree Recursive Feature Elimination (DT-RFE) select predictors by 

recursively eliminating the least relevant features based on its decision tree's Gini importance 
score and/or its mean decrease in impurity (Suruliandi et al., 2021; Tanimu et al., 2022). 
With model initially trained – it then ranks all features by importance (Ojugo & Eboka, 2020) 
with the least relevant features removed at each iteration. Model is retrained until the most 
relevant features remain as in Equation 3 – via considerable feature interactions and real-
time performance feedback with feature elimination (Ojugo et al., 2015a). 
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4. The Aggregation Conditions for 3ConFA – The workings of the 3ConFA-EFST lies in its three 
conditions, each of which addresses an aspect of feature fusion cum aggregation structure. 
These are further explained on the premise that a feature is retained in the final-set if and 
only if it satisfies all three conditions below (Ojugo, Odiakaose, Emordi, Ejeh, et al., 2023): 
a. Condition-1 yields infoGain-Threshold, and IG-score of a feature must be greater than the 

average IG threshold – to ensures that only features significantly reducing class entropy 
are retained as expressed in Equation 3. 
 

𝐼𝐺(𝑓)  ≥ ℎଵ         𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 3 
 

b. That for its Condition-2 – its X2 feature computed threshold must exceed the average chi-
square value (ℎ2) – and implies that the feature statistically yields a more meaningful 
correlation with the target class as expressed in Equation 4. 
 

𝑋ଶ(𝑓)  ≥ ℎ2         𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 4 
 

c. That for its Condition-3 – the selected feature must be selected in the final iterations of 
the RFE eliminations – affirming its higest importance score, and that the feature also 
yields a more meaningful correlation with the target class as expressed in Equation 5. 
 

𝑅𝐹𝐸(𝑓)  ≥ ℎଷ         𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 5 
 
Algorithm Listing 1 for the proposed 3ConFA approach 
Input: Features {f1,f2,…,fn}; Selection methods: infoGain, chiSquare, DT-RFE; Base Estimator: decisionTree,      
Output: Threshold-Estimators α, β (for IG and 𝑋ଶ aggregation); Optimal feature subset X 
initialization: set X  ∅ with temporary sets: s1, s2, s3  ∅; 
infoGain:  
compute IG(f) (i.e. feature-IG) 

find mean IG: ℎଵ =
ଵ

௡
∑ 𝐼𝐺(𝑓௜) && select features: 𝑆ଵ = (𝑓௜  |𝐼𝐺(𝑓௜))  ≥  𝛼. ℎଵ) 

chiSquare:  
compute each feature X2 value using Eq. 1 

Find mean X2: ℎଶ =
ଵ

௡
∑ 𝑋ଶ(𝑓௜) && select features: 𝑆ଶ = (𝑓௜  |𝑋ଶ(𝑓௜))  ≥  𝛽. ℎଶ) 

DT-RFE: 
initialize F  D, baseModel  decisionTree 
Iteratively: train model on current features F  
rank features by importance && remove lowestRanked k-features 
re-evaluate until stopCriteria reached && finalFeatureSetSelected S3 
featureAggregation 
for each feature f  D: 𝑖𝑓 𝑓 ∈ 𝑆ଵ ∪ 𝑆ଶ ∪  𝑆ଷ 𝑡ℎ𝑒𝑛 𝑋 = 𝑋 ∪ {𝑓} with optimal votingMajority across 𝑆ଵ, 𝑆ଶ, 𝑆ଷ 
adjust thresholds α, β if performance is inadequate && repeat infoGain, chiSquare, DT-RFE & featureAggregation 
end 

 
With the computed thresholds set for all three conditions as in chi-square, Information Gain and 
Decision Tree Recursive Feature Elimination (Geteloma et al., 2024b, 2024a) – a feature is only 
included in the final feature-set selected (X) if and only if all three conditions are satisfied or met 
as in Table 2, with the feature importance as in Figure 4. The most important features yield the 
features with the highest values tending to 10. 
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Table 2. The 3ConFA Feature Fusion Selection  
 Parameters ChiSquare Info-Gain DT-RFE 3ConFA Score Selected 

 age 9.356 0.40804 5 3/3 Yes 
 systolicBP 13.36 0.59099 2 3/3 Yes 
 diastolicBP 10.041 0.77645 5 3/3 Yes 
 bmi 9.956 0.54823 3 3/3 Yes 
 bloodSugar 10.001 0.41518 8 3/3 Yes 
 bodyTemperature 4.248 0.78291 10 1/3 No 
 urinalysis 2.470 0.65961 11 1/3 No 
 PreexistingDiabetes 9.470 0.65961 11 3/3 Yes 
 gestationalDiabetes 10.492 0.41629 6 2/3 No 
 mentalHealthStatus 5.372 0.70898 8 3/3 Yes 
 MMSE 4.222 0.79356 3 3/3 Yes 
 heartRate 9.258 0.69636 9 2/3 No  
 previousComplications 9.029 0.42146 6 3/3 Yes 
 confidentialReportxxx 1.891 0.59653 3 1/3 No 
 riskLevel 3.092 0.45690 9 3/3 Yes 
 

 
 

Figure 4. Feature Importance arranged by ascending order 
 

Step 4 – Data Split/Balance: First, dataset is split into train (75%, or 760-data), and test (25%, or 
254-data). Balancing resamples a dataset, interpolating its nearest neighbour to create synthetic 
(augmented) data that evenly repopulates a pool. While, the undersample mode (removal of data 
from a pool) is restrictive in its usage – studies utilize the oversample (augment) mode to yield 
techniques such as the adaptive synthetic (ADASyn) and synthetic minority oversampling (SMOTE) 
with its variants (Okpor et al., 2025). Here, we adapt the SMOTE-Tomek variant (Ojugo et al., 
2014; Ojugo & Eboka, 2018a), a fusion of the SMOTE-oversample with Tomek undersample as in 
(Aghware et al., 2025) and seen in Figure 4.  
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To balance robustness and performance, granting the model the ability to learn intrinsic changes 
as they occur with improved generalization, data split is often a tradeoff: (a) influenced by the 
need for a more robust model, which favors a train-test ratio of 75%:25% (Ojugo & Eboka, 2019), 
or (b) influenced by the need for improved performance as guided by the model complexity, larger 
dataset size and other features, which favors the 80%:20% approach (Okofu, Akazue, et al., 
2024; Okofu, Anazia, et al., 2024). 
 
For this model, we choose the 75%:25% ratio due to the small nature of the explored dataset with 
1,014-records so that we can ultimately have a more robust evaluation on diverse unseen held-
out (test) data, address flexibility in feature selection for a more adaptive assessment with more 
accurate and less bias model generalization as in Figure 5 – whereas the SMOTE-Tomek data 
balanced plot is as in the Figure 6. In addition, with the train-set is still unbalanced (Akazue, Edje, 
et al., 2024; Okpor et al., 2024), we performed normalization via Equation 6 as in Figure 7. 

 

𝑧 =  
𝑥 − 𝜇

𝜎
      𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 6 

 

   
Figure 5. Training data plot Figure 6. Balanced plot Figure 7. Normalized plot 

 
 
Step-5 – Attention-Guide BiGRU: The utilization of ML schemes in deployment of medical apps for 
early detection of risk-levels (with maternal mortality) have sought to explore various techniques 
that seek to improve generalization performance (Parikh et al., 2019). Studies in behavioural risk 
detection have explored a variety of dataset (Mojumdar et al., 2025). While, risk identification is 
quite a challenging feat, accuracies range from [0.69, 0.89] (El Massari et al., 2022) with crucial 
factors that degrade performance to includes: (a) homogeneity complexity that results in dataset 
imbalance, (b) model sensitivity to hidden patterns with adaptive predictor bias, and (c) data 
leakages via non-adaptive model (Ojugo & Okobah, 2018; Yoro & Ojugo, 2019b). Thus, we utilize 
the attention-guided bi-directional gated recurrent unit, explained as in Figure 8 explained as thus 
(Aghware et al., 2024; Al-Hammadi et al., 2024; Ojugo et al., 2013, 2014; Reinke et al., 2023): 
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Figure 8. Schematics diagram of the Attention-Guide BIGRU structure 
 
The BiGRU Model: BiGRU yields a simpler RNN (Yao et al., 2022) that overcomes the vanishing 
gradient problem by fusing the input and forget gates into a single update gate. This, reduces the 
number of predictors to be trained (Omede et al., 2024), and speeds up model construction cum 
training without trading off its memory. Its 2-way processing captures the before/after context in 
each record via its Update and Reset gates as in Equations (7)-(8) respectively (Otorokpo et al., 
2024; Oyemade & Ojugo, 2020) with 𝑢௧ as update gate, 𝜎 is sigmoid function, W is weight matrix, 
𝑊௨ is weight of update gate, ℎ௧ିଵ as hidden state in previous time, xt is input at time t, rt is reset 
gate, ℎധ௧ is new hidden state value for its memory cell, and ℎ௧ is updated hidden state at time t. 
With bidirectional data – the model improves contextual understanding of all data dependencies 
with carefully tuned hyper-predictor to yield a greater balance for train speed, result convergence, 
memory requirements, enhanced accuracy, and task distribution (Kumar et al., 2025; Said et al., 
2023). Model configuration is seen as in Table 3. 
 

𝑢௧ = 𝜎(𝑊௨[ℎ௧ିଵ, 𝑥௧])   𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 7𝑎 
𝑟௧ = 𝜎(𝑊௥[ℎ௧ିଵ, 𝑥௧])   𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 7𝑏 

 
ℎത௧ = 𝑡𝑎𝑛ℎ(𝑊[𝑟௧ ∗ ℎ௧ିଵ, 𝑥௧])   𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 8𝑎 

ℎ௧ = ൫𝑢௧ ∗ ℎ௧ିଵ(1 + 𝑢௧) ∗ ℎധ௧൯   𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 8𝑏 
 

Table 3. The BiGRU Design Configuration 
Features Value Description 

RNNLayer Bidirectional (GRU(64)) Bidirectional RNN: 64-GRU (1st) and 32-GRU (2nd) 
returnSequence True (for first layer) Returns entire output sequence for the first layer 
inputShape xtrainScaledShape[1],1 Same length as predictors in xTrainScaled 
denseLayer ytrainResampledMax()+1 Same units as classes in yTrainResampled output layer 
activation Softmax Activation function output for multi-class classification 
optimizer Adam learnRate=0.001, beta_1=0.9, beta_2=0.999, epsilon-1e-07 
lossFunction categorical_crossentry Loss function for multi-class classification 

Output 

Attention Mechanism 
 

 

dense3 

output 

dense2 

 
Backward Forward 
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Attention-based Mechanism has rapidly become an efficient mode to improve the performance of 
models via selective knowledge of a task – so that the model can focus only on the most relevant 
data. It equips our BiGRU to focus on varying relations between features in our explored dataset, 
and to evaluate how important these relations are (Vaswani et al., 2017). With inputs accepted 
from its address key – the attention scheme assesses if stored parameters (i.e. bmi, systolicBP, 
diastolicBP, diabetes, etc) are associated with its query. It then computes similarities, and checks 
for anomalies that spikes its riskLevel metric in the multi-key addresses. Next, it computes the 
Query correlation, and adds the attention-weights vector to ascertain the final value(s).  
 
Each feature importance is weighed against other features in the record (Çetin & Öztürk, 2025). 
We combined the self-attention mechanism with the BiGRU in parallel, which equips the model to 
avoid the conflict in probability that certain feature information will be lost. This helps with 
detection accuracy cum efficiency of the proposed transfer-learning so that the model can grasp 
the relations between each element in the data vis-à-vis assess their importance amidst other 
elements as it focuses on predictors as crucial parts of the input data sequence. Our attention 
mechanism uses the max-pooling to extract key knowledge that captures the dataset’s feature 
diversity and complexity. In addition, the weighted feature maps are aggregated to yield the net 
final outcome. The network automatically adjusts to focus on the more important channels (Datta 
et al., 2021). 

 
Step 6 – Train/Cross Validation is initialized with default configuration to ensure the collective 
knowledge to identify intricate data. Training blends synthetic with original data to guarantee its 
comprehensive learning with improved adaptability to various configurations (Setiadi, Muslikh, et 
al., 2024). 
 
4. RESULTS AND DISCUSSION 
 
4.1. Model Generalization Performance 
With our resultant sub-dataset favouring 75% for train (i.e. 760-data), and 25% for test (i.e. 254-
data) – Figure 9 shows both training-and-validation accuracy and loss plots. For the training-and-
validation accuracy plot – the proposed model witnesses a steady rise from 0.845 in its second 
epoch, to 0.998 at its 52nd epoch. Conversely – with this significant learning at training, the 
proposed model in addition yields a sharp decrease in its training-and-validation loss from 0.236 
also in the 2nd epoch, to a stable 0.100 in the 59th epoch as in the Figure 4. 
 
For a comprehensive evaluation devoid of overfit, we use a 5-fold partition for the train-dataset 
obtained via SMOTE-Tomek, and a final evaluation on the held-out test (25%) as in Table 4. The 
proposed attention-guide BIGRU yields Accuracy 0.997, Recall 0.998, Precision 1.000, F1 0.995, 
Specificity 1.000 and AUC 0.997. Its high its Specificity of 1.00 implies that the model effectively 
recognizes risk-levels predictors, and that no benign data was misclassified for the unseen (test) 
data. Its AUC 0.997 implies that the model was able to differentiate between the benign and 
malignant records. 
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Figure 9. Model Train-and-Validation Accuracy-and-Loss 

 
Table 4. Attention-Guided BiGRU Performance Metrics 

 
Models 

5-Fold Training with Validation Held-Out  
Test Dataset Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 

Accuracy 0.991 0.981 0.997 0.998 1.000 0.997 
Recall 0.981 1.000 0.975 0.976 1.000 0.998 
Precision 1.000 0.984 1.000 0.996 1.000 1.000 
F1 0.991 0.989 0.995 0.985 1.000 0.995 
Specificity 1.000 1.000 0.985 0.998 1.000 1.000 
AUC-ROC 0.999 0.999 0.986 0.996 1.000 0.997 

 
Figure 7 implies the model correctly classified all test datasets. The use of both feature selection, 
SMOTE-Tomek balancing, and normalization did not degrade model performance generalization. 
Rather, it focuses on critical feats for model construction to successfully detect the risk-level 
predictors with minimal errors (Ojugo & Eboka, 2018b) as in the confusion matrix of Figure 10. 

 

         
 
       Figure 10. Confusion Matrix 
 

4.2. Ablation Studies with Benchmark Comparison 
Table 4 shows ablation report with performance of the base learners applied. Our hybrid 
ensemble yielded best result with F1 0.699, accuracy 0.697, precision and recall values of 0.685 
and 0.684 respectively. Conversely, our benchmarks yield the F1 range [0.611, 0.639],  
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Accuracy range [0.619, 0.637], precision range [0.632, 0.64] and recall range [0.634, 0.64] 
respectively (Malasowe, Okpako, et al., 2024; Ojugo & Okobah, 2018). 
 
Table 5. Comparison with Related Works 

Metrics 
ACO + BiGRU 

(Manickam et al., 
2022) 

BiGRU + FSOR 
(Luz et al., 2023) 

XGB + BiLSTM 
(Ntampakis et 

al., 2024) 

SEM + DBN 
(Zetterman et 

al., 2024) 

Proposed 
Model 

F1 0.974 0.991 0.985 0.976 0.995 
Accuracy 0.969 0.986 0.992 0.973 0.997 
AUC-ROC 0.958 0.928 0.987 0.938 0.997 

Recall 0.976 0.989 0.989 0.974 0.998 
Precision 0.947 1.000 0.992 0.982 1.000 

 
The study affirms that our proposed model proffers great potentials with improved performance 
generalization, and a classification accuracy of 0.997 (without data leakage) for predicting risk-
levels in maternal mortality. Model maintains high sensitivity performance, even with its transfer 
learning capabilities (Ojugo, Odiakaose, Emordi, Ako, et al., 2023); And the parameter range 
enables an in-depth analysis of clinical changes throughout pregnancy, making it valuable to 
assess and manage high-risk pregnancies.  
 
This dataset supports the deployment of predictive models to improve diagnostic accuracy and 
enhance outcomes during pregnancy. Additionally, the dataset provides valuable insights for 
public health strategies and policies related to resource allocation and healthcare planning in 
maternal health management. The knowledge derived from this data contributes not only to more 
refined clinical practices. It establishes a foundation for future studies in maternal and public 
health, ultimately supporting safer pregnancy management and improved maternal and child 
health outcomes. 
 
4. CONCLUSIONS 
 
The increased early risk-level predictors identification at its training and validation with improved 
accuracy and decreased loss suggest that the proposed model is robust and well-regularized as 
its success is attributed to the effective fusion of the data balancing cum normalization of 
classes, the optimized predictors via feature selection mode, and the suited BiGRU model.  
 
These, have revealed Recall 0.998, Accuracy 0.997, Precision 1.000, F1 0.995, Specificity 1.000 
and AUC 0.997 respectively. In addition, the proposed model achieved high discriminative 
capability via statistically fused heuristics mode to successfully mitigate class-imbalance with 
enhanced evaluation scores. Study advances a lightweight yet effective framework that avoids 
complex training and validation that results in overfit or over-parameterization, effectively handles 
larger data complexities; while offering interpretability and high performance. 
 
 
 
 



   
  
 
  
  
 
 

  

 
 

72 

Creative Research Publishers       
https://www.crossref.org/06members/50go-live.html      Vol  11, No  2, June 2025 Series  

 

REFERENCES 
 
Agboi, J., Emordi, F. U., Odiakaose, C. C., Idama, R. O., Jumbo, E. F., Oweimieotu, A. E., Ezzeh, P. O., Eboka, 

A. O., Odoh, A., Ugbotu, E. V., Onoma, P. A., Ojugo, A. A., Aghaunor, T. C., Binitie, A. P., Onochie, C. C., 
Nwozor, B. U., & Ejeh, P. O. (2025). Phishing Website Detection via a Transfer Learning based 
XGBoost Meta-learner with SMOTE-Tomek. Journal of Fuzzy Systems and Control, 3(3), 181–189. 
https://doi.org/10.59247/jfsc.v3i3.325 

Agboi, J., Onoma, P. A., Ugbotu, E. V., Aghaunor, T. C., Odiakaose, C. C., Ojugo, A. A., Eboka, A. O., Binitie, A. 
P., Ezzeh, P. O., Ejeh, P. O., Geteloma, V. O., Idama, R. O., Orobor, A. I., Onochie, C. C., & Obruche, C. O. 
(2025). Lung Cancer Detection using a Hybridized Contrast-based Xception Model on Image Data: A 
Pilot Study. MSIS - International Journal of Advanced Computing and Intelligent System, 4(1), 1–11. 
https://msis-press.com/paper/ijacis/4/1/21 

Aghaunor, T. C., Agboi, J., Ugbotu, E. V., Onoma, P. A., Ojugo, A. A., Odiakaose, C. C., Eboka, A. O., Ezzeh, P. 
O., Geteloma, V. O., Binitie, A. P., Orobor, A. I., Nwozor, B. U., Ejeh, P. O., & Onochie, C. C. (2025). 
EcoSMEAL : Energy Consumption with Optimization Strategy via a Secured Smart Monitor- Alert 
Ensemble. Journal of Fuzzy Systems and Control, 3(3), 190–196. 
https://doi.org/10.59247/jfsc.v3i3.319 

Aghaunor, T. C., Omede, E. U., Ugbotu, E. V., Agboi, J., Onochie, C. C., Max-Egba, A. T., Geteloma, V. O., 
Onoma, P. A., Eboka, A. O., Ojugo, A. A., Odiakaose, C. C., & Binitie, A. P. (2025). Enhanced Scorch 
Occurrence Prediction in Foam Production via a Fusion SMOTE-Tomek Balanced Deep Learning 
Scheme. NIPES - Journal of Science and Technology Research, 7(2), 330–339. 
https://doi.org/10.37933/nipes/7.2.2025.25 

Aghware, F. O., Adigwe, W., Okpor, M. D., Odiakaose, C. C., Ojugo, A. A., Eboka, A. O., Ejeh, P. O., Taylor, O. 
E., Ako, R. E., & Geteloma, V. O. (2024). BloFoPASS: A blockchain food palliatives tracer support 
system for resolving welfare distribution crisis in Nigeria. International Journal of Informatics and 
Communication Technology (IJ-ICT), 13(2), 178. https://doi.org/10.11591/ijict.v13i2.pp178-187 

Aghware, F. O., Akazue, M. I., Okpor, M. D., Malasowe, O., Aghaunor, T. C., Ugbotu, E. V., Ojugo, A. A., Ako, R. 
E., Geteloma, V. O., Odiakaose, C. C., Eboka, A. O., & Onyemenem, I. S. (2025). Effects of Data 
Balancing in Diabetes Mellitus Detection : A Comparative XGBoost and Random Forest Learning 
Approach. NIPES - Journal of Science and Technology Research, 7(1), 1–11. 
https://doi.org/10.37933/nipes/7.1.2025.1 

Akazue, M. I., Asuai, C. E., Edje, A. E., Omede, E. U., & Ufiofio, E. (2023). Cybershield : Harnessing Ensemble 
Feature Selection Technique for Robust Distributed Denial of Service Attacks Detection. Kongzhi Yu 
Juece/Control and Decision, 38(03), 1211–1224. 

Akazue, M. I., Debekeme, I. A., Edje, A. E., Asuai, C., & Osame, U. J. (2023). UNMASKING FRAUDSTERS : 
Ensemble Features Selection to Enhance Random Forest Fraud Detection. Journal of Computing 
Theories and Applications, 1(2), 201–212. https://doi.org/10.33633/jcta.v1i2.9462 

Akazue, M. I., Edje, A. E., Okpor, M. D., Adigwe, W., Ejeh, P. O., Odiakaose, C. C., Ojugo, A. A., Edim, B. E., 
Ako, R. E., & Geteloma, V. O. (2024). FiMoDeAL: pilot study on shortest path heuristics in wireless 
sensor network for fire detection and alert ensemble. Bulletin of Electrical Engineering and 
Informatics, 13(5), 3534–3543. https://doi.org/10.11591/eei.v13i5.8084 

Akazue, M. I., Okofu, S. N., Ojugo, A. A., Ejeh, P. O., Odiakaose, C. C., Emordi, F. U., Ako, R. E., & Geteloma, V. 
O. (2024). Handling Transactional Data Features via Associative Rule Mining for Mobile Online 
Shopping Platforms. International Journal of Advanced Computer Science and Applications, 15(3), 
530–538. https://doi.org/10.14569/IJACSA.2024.0150354 

 
 
 
 



   
  
 
  
  
 
 

  

 
 

73 

Creative Research Publishers       
https://www.crossref.org/06members/50go-live.html      Vol  11, No  2, June 2025 Series  

 

Akhutie-Anthony, P., Omosor, J., Onoma, P. A., Ojugo, A. A., Ako, R. E., Agboi, J., Odiakaose, C. C., Max-Egba, 
A. T., Geteloma, V. O., Niemogha, S. U., & Abdullahi, M. . (2025). SEMAEco-IoT: a secured IoT-based 
smart energy and alert for enhanced energy consumption and optimization. FUPRE Journal of 
PetroScience, 1(1), 150–166. https://www.researchgate.net/publication/396651349_SEMAEco-
IoT_A_Secured_IoT-
based_Smart_Energy_Monitor_and_Alert_for_Enhanced_Energy_Conservation_and_Optimization 

Ako, R. E., Aghware, F. O., Okpor, M. D., Akazue, M. I., Yoro, R. E., Ojugo, A. A., Setiadi, D. R. I. M., Odiakaose, 
C. C., Abere, R. A., Emordi, F. U., Geteloma, V. O., & Ejeh, P. O. (2024). Effects of Data Resampling on 
Predicting Customer Churn via a Comparative Tree-based Random Forest and XGBoost. Journal of 
Computing Theories and Applications, 2(1), 86–101. https://doi.org/10.62411/jcta.10562 

Ako, R. E., Okpor, M. D., Aghware, F. O., Malasowe, B. O., Nwozor, B. U., Ojugo, A. A., Geteloma, V. O., 
Odiakaose, C. C., Ashioba, N. C., Eboka, A. O., Binitie, A. P., Aghaunor, T. C., & Ugbotu, E. V. (2025). 
Pilot Study on Fibromyalgia Disorder Detection via XGBoosted Stacked-Learning with SMOTE-Tomek 
Data Balancing Approach. NIPES - Journal of Science and Technology Research, 7(1), 12–22. 
https://doi.org/10.37933/nipes/7.1.2025.2 

Al-Hammadi, M., Fleyeh, H., Åberg, A. C., Halvorsen, K., & Thomas, I. (2024). Machine Learning Approaches 
for Dementia Detection Through Speech and Gait Analysis: A Systematic Literature Review. Journal of 
Alzheimer’s Disease, 100(1), 1–27. https://doi.org/10.3233/JAD-231459 

Al-Nbhany, W. A. N. A., Zahary, A. T., & Al-Shargabi, A. A. (2024). Blockchain-IoT Healthcare Applications and 
Trends: A Review. IEEE Access, 12(January), 4178–4212. 
https://doi.org/10.1109/ACCESS.2023.3349187 

Asuai, C., Mayor, A., Ezzeh, P. O., Hosni, H., Agajere Joseph-Brown, A., Merit, I. A., & Debekeme, I. (2025). 
Enhancing DDoS Detection via 3ConFA Feature Fusion and 1D Convolutional Neural Networks. 
Journal of Future Artificial Intelligence and Technologies, 2(1), 145–162. 
https://doi.org/10.62411/faith.3048-3719-105 

Behera, M. P., Sarangi, A., Mishra, D., & Sarangi, S. K. (2022). A Hybrid Machine Learning algorithm for 
Heart and Liver Disease Prediction Using Modified Particle Swarm Optimization with Support Vector 
Machine. Procedia Computer Science, 218(2022), 818–827. 
https://doi.org/10.1016/j.procs.2023.01.062 

Binitie, A. P., Odiakaose, C. C., Okpor, M. D., Ejeh, P. O., Eboka, A. O., Ojugo, A. A., Setiadi, D. R. I. M., Ako, R. 
E., Aghaunor, T. C., Geteloma, V. O., & Afotanwo, A. (2024). Stacked Learning Anomaly Detection 
Scheme with Data Augmentation for Spatiotemporal Traffic Flow. Journal of Fuzzy Systems and 
Control, 2(3), 203–214. https://doi.org/10.59247/jfsc.v2i3.267 

Binitie, A. P., Okofu, S. N., Okpor, M. D., Anazia, K. E., Ojugo, A. A., Egbokhare, F. A., Egwali, A., Ezzeh, P. O., 
Ako, R. E., Geteloma, V. O., Aghaunor, T. C., Ugbotu, E. V., & Onyemenem, S. I. (2025). MoBiSafe: an 
obfuscated single factor authentication mode to enhance secured USSD channel transaction in 
Nigeria. Indonesian Journal of Electrical Engineering and Computer Science, 40(1), 426. 
https://doi.org/10.11591/ijeecs.v40.i1.pp426-436 

Bolívar, J. J. (2013). Essential Hypertension: An Approach to Its Etiology and Neurogenic Pathophysiology. 
International Journal of Hypertension, 2013, 1–11. https://doi.org/10.1155/2013/547809 

Borchert, R. J., Azevedo, T., Badhwar, A. P., Bernal, J., Betts, M., Bruffaerts, R., Burkhart, M. C., Dewachter, 
I., Gellersen, H. M., Low, A., Lourida, I., Machado, L., Madan, C. R., Malpetti, M., Mejia, J., 
Michopoulou, S., Muñoz-Neira, C., Pepys, J., Peres, M., … Rittman, T. (2023). Artificial intelligence for 
diagnostic and prognostic neuroimaging in dementia: A systematic review. Alzheimer’s and Dementia, 
19(12), 5885–5904. https://doi.org/10.1002/alz.13412 

Çetin, A., & Öztürk, S. (2025). Comprehensive Exploration of Ensemble Machine Learning Techniques for 
IoT Cybersecurity Across Multi-Class and Binary Classification Tasks. Journal of Future Artificial 
Intelligence and Technologies, 1(4), 371–384. https://doi.org/10.62411/faith.3048-3719-51 

da Costa, P. F., Haartsen, R., Throm, E., Mason, L., Gui, A., Leech, R., & Jones, E. J. H. (2021). 
Neuroadaptive electroencephalography: a proof-of-principle study in infants. 



   
  
 
  
  
 
 

  

 
 

74 

Creative Research Publishers       
https://www.crossref.org/06members/50go-live.html      Vol  11, No  2, June 2025 Series  

 

Datta, S. K., Shaikh, M. A., Srihari, S. N., & Gao, M. (2021). Soft-Attention Improves Skin Cancer 
Classification Performance. 

Eboka, A. O., Aghware, F. O., Okpor, M. D., Odiakaose, C. C., Okpako, E. A., Ojugo, A. A., Ako, R. E., Binitie, A. 
P., Onyemenem, I. S., Ejeh, P. O., & Geteloma, V. O. (2025). Pilot study on deploying a wireless sensor-
based virtual-key access and lock system for home and industrial frontiers. International Journal of 
Informatics and Communication Technology (IJ-ICT), 14(1), 287. 
https://doi.org/10.11591/ijict.v14i1.pp287-297 

Eboka, A. O., Odiakaose, C. C., Agboi, J., Okpor, M. D., Onoma, P. A., Aghaunor, T. C., Ojugo, A. A., Ugbotu, E. 
V., Max-Egba, A. T., Geteloma, V. O., Binitie, A. P., Onochie, C. C., & Ako, R. E. (2025). Resolving Data 
Imbalance Using a Bi-Directional Long-Short Term Memory for Enhanced Diabetes Mellitus Detection. 
Journal of Future Artificial Intelligence and Technologies, 2(1), 95–109. 
https://doi.org/10.62411/faith.3048-3719-73 

Ejeh, P. O., Okpor, M. D., Yoro, R. E., Ifioko, A. M., Onyemenem, I. S., Odiakaose, C. C., Ojugo, A. A., Ako, R. 
E., Emordi, F. U., & Geteloma, V. O. (2024). Counterfeit Drugs Detection in the Nigeria Pharma-Chain 
via Enhanced Blockchain-based Mobile Authentication Service. Advances in Multidisciplinary & 
Scientific Research Journal Publications, 12(2), 25–44. 
https://doi.org/10.22624/AIMS/MATHS/V12N2P3 

El Massari, H., Mhammedi, S., Sabouri, Z., & Gherabi, N. (2022). Ontology-Based Machine Learning to 
Predict Diabetes Patients (pp. 437–445). https://doi.org/10.1007/978-3-030-91738-8_40 

Eranga, I. O.-E. (2020). COVID-19 Pandemic in Nigeria: Palliative Measures and the Politics of Vulnerability. 
International Journal of Maternal and Child Health and AIDS (IJMA), 9(2), 220–222. 
https://doi.org/10.21106/ijma.394 

Geteloma, V. O., Aghware, F. O., Adigwe, W., Odiakaose, C. C., Ashioba, N. C., Okpor, M. D., Ojugo, A. A., Ejeh, 
P. O., Ako, R. E., & Ojei, E. O. (2024a). AQuamoAS: unmasking a wireless sensor-based ensemble for 
air quality monitor and alert system. Applied Engineering and Technology, 3(2), 70–85. 
https://doi.org/10.31763/aet.v3i2.1409 

Geteloma, V. O., Aghware, F. O., Adigwe, W., Odiakaose, C. C., Ashioba, N. C., Okpor, M. D., Ojugo, A. A., Ejeh, 
P. O., Ako, R. E., & Ojei, E. O. (2024b). Enhanced data augmentation for predicting consumer churn 
rate with monetization and retention strategies : a pilot study. Applied Engineering and Technology, 
3(1), 35–51. https://doi.org/10.31763/aet.v3i1.1408 

Ghasemieh, A., Lloyed, A., Bahrami, P., Vajar, P., & Kashef, R. (2023). A novel machine learning model with 
Stacking Ensemble Learner for predicting emergency readmission of heart-disease patients. Decision 
Analytics Journal, 7(April), 100242. https://doi.org/10.1016/j.dajour.2023.100242 

Ifioko, A. M., Yoro, R. E., Okpor, M. D., Brizimor, S. E., Obasuyi, D. A., Emordi, F. U., Odiakaose, C. C., Ojugo, 
A. A., Atuduhor, R. R., Abere, R. A., Ejeh, P. O., Ako, R. E., & Geteloma, V. O. (2024). CoDuBoTeSS: A 
Pilot Study to Eradicate Counterfeit Drugs via a Blockchain Tracer Support System on the Nigerian 
Frontier. Journal of Behavioural Informatics, Digital Humanities and Development Research, 10(2), 
53–74. https://doi.org/10.22624/AIMS/BHI/V10N2P6 

Islam, N., Farhin, F., Sultana, I., Kaiser, S., Rahman, S., Mahmud, M., Hosen, S., & Cho, G. H. (2021). 
Towards Machine Learning Based Intrusion Detection in IoT Networks. Computers, Materials and 
Continua, 69(2), 1801–1821. https://doi.org/10.32604/cmc.2021.018466 

Ismail, S., Alshmari, M., Latif, K., & Ahmad, H. F. (2017). A Granular Ontology Model for Maternal and Child 
Health Information System. Journal of Healthcare Engineering, 2017, 1–9. 
https://doi.org/10.1155/2017/9519321 

Jerbi, F., Aboudi, N., & Khlifa, N. (2023). Automatic classification of ultrasound thyroids images using vision 
transformers and generative adversarial networks. Scientific African, 20, e01679. 
https://doi.org/10.1016/j.sciaf.2023.e01679 

Joseph, L. P., Joseph, E. A., & Prasad, R. (2022). Explainable diabetes classification using hybrid Bayesian-
optimized TabNet architecture. Computers in Biology and Medicine, 151, 106178. 
https://doi.org/10.1016/j.compbiomed.2022.106178 



   
  
 
  
  
 
 

  

 
 

75 

Creative Research Publishers       
https://www.crossref.org/06members/50go-live.html      Vol  11, No  2, June 2025 Series  

 

Joshi, R. D., & Dhakal, C. K. (2021). Predicting type 2 diabetes using logistic regression and machine 
learning approaches. International Journal of Environmental Research and Public Health, 18(14). 
https://doi.org/10.3390/ijerph18147346 

Kumar, C. L., Betam, S., Pustokhin, D., Laxmi Lydia, E., Bala, K., Aluvalu, R., & Panigrahi, B. S. (2025). 
Metaparameter optimized hybrid deep learning model for next generation cybersecurity in software 
defined networking environment. Scientific Reports, 15(1). https://doi.org/10.1038/s41598-025-
96153-w 

Li, W., Manickam, S., Chong, Y., & Karuppayah, S. (2025). PhishIntentionLLM: Uncovering Phishing Website 
Intentions through Multi-Agent Retrieval-Augmented Generation. July. 
https://doi.org/10.48550/arXiv.2507.15419 

Luz, S., Haider, F., Fromm, D., Lazarou, I., Kompatsiaris, I., & Macwhinney, B. (2023). Multilingual 
Alzheimer’s Dementia Recognition through Spontaneous Speech: A Signal Processing Grand 
Challenge. ICASSP, IEEE International Conference on Acoustics, Speech and Signal Processing - 
Proceedings, January, 1–3. https://doi.org/10.1109/ICASSP49357.2023.10433923 

Malasowe, B. O., Aghware, F. O., Okpor, M. D., Edim, B. E., Ako, R. E., & Ojugo, A. A. (2024). Techniques and 
Best Practices for Handling Cybersecurity Risks in Educational Technology Environment ( EdTech ). 
Journal of Science and Technology Research, 6(2), 293–311. 
https://doi.org/10.5281/zenodo.12617068 

Malasowe, B. O., Edim, B. E., Adigwe, W., Okpor, M. D., Ako, R. E., Okpako, E. A., Ojugo, A. A., & Ojei, E. O. 
(2024). Quest for Empirical Solution to Runoff Prediction in Nigeria via Random Forest Ensemble: 
Pilot Study. Advances in Multidisciplinary & Scientific Research Journal Publications, 10(1), 73–90. 
https://doi.org/10.22624/AIMS/BHI/V10N1P8 

Malasowe, B. O., Ojie, D. V., Ojugo, A. A., & Okpor, M. D. (2024). Co-infection prevalence of Covid-19 
underlying tuberculosis disease using a susceptible infect clustering Bayes Network. Dutse Journal of 
Pure and Applied Sciences, 10(2a), 80–94. https://doi.org/10.4314/dujopas.v10i2a.8 

Malasowe, B. O., Okpako, E. A., Okpor, M. D., Ejeh, P. O., Ojugo, A. A., & Ako, R. E. (2024). FePARM: The 
Frequency-Patterned Associative Rule Mining Framework on Consumer Purchasing-Pattern for Online 
Shops. Advances in Multidisciplinary & Scientific Research Journal Publications, 15(2), 15–28. 
https://doi.org/10.22624/AIMS/CISDI/V15N2P2-1 

Manickam, P., Mariappan, S. A., Murugesan, S. M., Hansda, S., Kaushik, A., Shinde, R., & 
Thipperudraswamy, S. P. (2022). Artificial Intelligence (AI) and Internet of Medical Things (IoMT) 
Assisted Biomedical Systems for Intelligent Healthcare. Biosensors, 12(8). 
https://doi.org/10.3390/bios12080562 

Mojumdar, M. U., Sarker, D., Assaduzzaman, M., Shifa, H. A., Sajeeb, M. A. H., Islam, O., Bari, M. S., Alam, 
M. J., & Chakraborty, N. R. (2025). Maternal health risk factors dataset: Clinical parameters and 
insights from rural Bangladesh. Data in Brief, 59, 111363. 
https://doi.org/10.1016/j.dib.2025.111363 

Muhamada, K., Ignatius, D. R., Setiadi, M., Sudibyo, U., Widjajanto, B., & Ojugo, A. A. (2024). Exploring 
Machine Learning and Deep Learning Techniques for Occluded Face Recognition: A Comprehensive 
Survey and Comparative Analysis. Journal of Future Artificial Intelligence and Technologies, 1(2), 
160–173. https://doi.org/10.62411/faith.2024-30 

Nayak, G. S., Muniyal, B., & Belavagi, M. C. (2025). Enhancing Phishing Detection: A Machine Learning 
Approach With Feature Selection and Deep Learning Models. IEEE Access, 13, 33308–33320. 
https://doi.org/10.1109/ACCESS.2025.3543738 

Ntampakis, N., Diamantaras, K., Chouvarda, I., Argyriou, V., & Sarigianndis, P. (2024). Enhanced Deep 
Learning Methodologies and MRI Selection Techniques for Dementia Diagnosis in the Elderly 
Population. 

 
 
 



   
  
 
  
  
 
 

  

 
 

76 

Creative Research Publishers       
https://www.crossref.org/06members/50go-live.html      Vol  11, No  2, June 2025 Series  

 

Odiakaose, C. C., Aghware, F. O., Okpor, M. D., Eboka, A. O., Binitie, A. P., Ojugo, A. A., Setiadi, D. R. I. M., 
Ibor, A. E., Ako, R. E., Geteloma, V. O., Ugbotu, E. V., & Aghaunor, T. C. (2024). Hypertension Detection 
via Tree-Based Stack Ensemble with SMOTE-Tomek Data Balance and XGBoost Meta-Learner. Journal 
of Future Artificial Intelligence and Technologies, 1(3), 269–283. 
https://doi.org/10.62411/faith.3048-3719-43 

Odiakaose, C. C., Anazia, K. E., Okpor, M. D., Ako, R. E., Aghaunor, T. C., Ugbotu, E. V., Ojugo, A. A., Setiadi, 
D. R. I. M., Eboka, A. O., Max-Egba, A. T., & Onoma, P. A. (2025). Investigating data balancing effects 
for enhanced behavioural risk detection in Cervical Cancer Using BiGRU: A Pilot Study. NIPES - Journal 
of Science and Technology Research, 7(2), 319–329. https://doi.org/10.37933/nipes/7.2.2025.24 

Ojugo, A. A., Akazue, M. I., Ejeh, P. O., Ashioba, N. C., Odiakaose, C. C., Ako, R. E., & Emordi, F. U. (2023). 
Forging a User-Trust Memetic Modular Neural Network Card Fraud Detection Ensemble: A Pilot Study. 
Journal of Computing Theories and Applications, 1(2), 1–11. 
https://doi.org/10.33633/jcta.v1i2.9259 

Ojugo, A. A., Ben-Iwhiwhu, E., Kekeje, O. D., Yerokun, M. O., & Iyawa, I. J. (2014). Malware Propagation on 
Social Time Varying Networks: A Comparative Study of Machine Learning Frameworks. International 
Journal of Modern Education and Computer Science, 6(8), 25–33. 
https://doi.org/10.5815/ijmecs.2014.08.04 

Ojugo, A. A., & Eboka, A. O. (2018a). Assessing Users Satisfaction and Experience on Academic Websites: A 
Case of Selected Nigerian Universities Websites. International Journal of Information Technology and 
Computer Science, 10(10), 53–61. https://doi.org/10.5815/ijitcs.2018.10.07 

Ojugo, A. A., & Eboka, A. O. (2018b). Comparative Evaluation for High Intelligent Performance Adaptive 
Model for Spam Phishing Detection. Digital Technologies, 3(1), 9–15. https://doi.org/10.12691/dt-3-
1-2 

Ojugo, A. A., & Eboka, A. O. (2018c). Modeling the Computational Solution of Market Basket Associative 
Rule Mining Approaches Using Deep Neural Network. Digital Technologies, 3(1), 1–8. 
https://doi.org/10.12691/dt-3-1-1 

Ojugo, A. A., & Eboka, A. O. (2019). Inventory prediction and management in Nigeria using market basket 
analysis associative rule mining: memetic algorithm based approach. International Journal of 
Informatics and Communication Technology (IJ-ICT), 8(3), 128. 
https://doi.org/10.11591/ijict.v8i3.pp128-138 

Ojugo, A. A., & Eboka, A. O. (2020). An Empirical Evaluation On Comparative Machine Learning Techniques 
For Detection of The Distributed Denial of Service (DDoS) Attacks. Journal of Applied Science, 
Engineering, Technology, and Education, 2(1), 18–27. https://doi.org/10.35877/454ri.asci2192 

Ojugo, A. A., Eboka, A. O., Yoro, R. E., Yerokun, M. O., & Efozia, F. N. (2015a). Framework design for 
statistical fraud detection. Mathematics and Computers in Science and Engineering Series, 50, 176–
182. 

Ojugo, A. A., Eboka, A. O., Yoro, R. E., Yerokun, M. O., & Efozia, F. N. (2015b). Hybrid Model for Early 
Diabetes Diagnosis. 2015 Second International Conference on Mathematics and Computers in 
Sciences and in Industry (MCSI), 55–65. https://doi.org/10.1109/MCSI.2015.35 

Ojugo, A. A., Ejeh, P. O., Akazue, M. I., Ashioba, N. C., Odiakaose, C. C., Ako, R. E., Nwozor, B. U., & Emordi, F. 
U. (2023). CoSoGMIR: A Social Graph Contagion Diffusion Framework using the Movement-
Interaction-Return Technique. Journal of Computing Theories and Applications, 1(2), 37–47. 
https://doi.org/10.33633/jcta.v1i2.9355 

Ojugo, A. A., & Ekurume, E. O. (2021). Deep Learning Network Anomaly-Based Intrusion Detection 
Ensemble For Predictive Intelligence To Curb Malicious Connections: An Empirical Evidence. 
International Journal of Advanced Trends in Computer Science and Engineering, 10(3), 2090–2102. 
https://doi.org/10.30534/ijatcse/2021/851032021 

Ojugo, A. A., Obruche, C. O., & Eboka, A. O. (2021). Empirical Evaluation for Intelligent Predictive Models in 
Prediction of Potential Cancer Problematic Cases In Nigeria. ARRUS Journal of Mathematics and 
Applied Science, 1(2), 110–120. https://doi.org/10.35877/mathscience614 



   
  
 
  
  
 
 

  

 
 

77 

Creative Research Publishers       
https://www.crossref.org/06members/50go-live.html      Vol  11, No  2, June 2025 Series  

 

Ojugo, A. A., Odiakaose, C. C., Emordi, F. U., Ako, R. E., Adigwe, W., Anazia, K. E., & Geteloma, V. O. (2023). 
Evidence of Students’ Academic Performance at the Federal College of Education Asaba Nigeria: 
Mining Education Data. Knowledge Engineering and Data Science, 6(2), 145–156. 
https://doi.org/10.17977/um018v6i22023p145-156 

Ojugo, A. A., Odiakaose, C. C., Emordi, F. U., Ejeh, P. O., Adigwe, W., Anazia, K. E., & Nwozor, B. U. (2023). 
Forging a learner-centric blended-learning framework via an adaptive content-based architecture. 
Science in Information Technology Letters, 4(1), 40–53. https://doi.org/10.31763/sitech.v4i1.1186 

Ojugo, A. A., & Okobah, I. P. (2018). Prevalence Rate of Hepatitis-B Virus Infection in the Niger Delta Region 
of Nigeria using a Graph-Diffusion Heuristic Model. International Journal of Computer Applications, 
179(39), 975–8887. 

Ojugo, A. A., & Otakore, O. D. (2018a). Improved Early Detection of Gestational Diabetes via Intelligent 
Classification Models: A Case of the Niger Delta Region in Nigeria. Journal of Computer Sciences and 
Applications, 6(2), 82–90. https://doi.org/10.12691/jcsa-6-2-5 

Ojugo, A. A., & Otakore, O. D. (2018b). Redesigning Academic Website for Better Visibility and Footprint: A 
Case of the Federal University of Petroleum Resources Effurun Website. Network and Communication 
Technologies, 3(1), 33. https://doi.org/10.5539/nct.v3n1p33 

Ojugo, A. A., & Otakore, O. D. (2020). Computational solution of networks versus cluster grouping for social 
network contact recommender system. International Journal of Informatics and Communication 
Technology (IJ-ICT), 9(3), 185. https://doi.org/10.11591/ijict.v9i3.pp185-194 

Ojugo, A. A., Ugboh, E., Onochie, C. C., Eboka, A. O., Yerokun, M. O., & Iyawa, I. J. (2013). Effects of 
Formative Test and Attitudinal Types on Students’ Achievement in Mathematics in Nigeria. African 
Educational Research Journal, 1(2), 113–117. 

Ojugo, A. A., & Yoro, R. E. (2013). Computational Intelligence in Stochastic Solution for Toroidal N-Queen. 
Progress in Intelligent Computing and Applications, 1(2), 46–56. 
https://doi.org/10.4156/pica.vol2.issue1.4 

Ojugo, A. A., & Yoro, R. E. (2021). Extending the three-tier constructivist learning model for alternative 
delivery: ahead the COVID-19 pandemic in Nigeria. Indonesian Journal of Electrical Engineering and 
Computer Science, 21(3), 1673. https://doi.org/10.11591/ijeecs.v21.i3.pp1673-1682 

Ojurongbe, T. A., Afolabi, H. A., Oyekale, A., Bashiru, K. A., Ayelagbe, O., Ojurongbe, O., Abbasi, S. A., & 
Adegoke, N. A. (2023). Predicting Type 2 Diabetes Mellitus Using Patients’ Clinical Symptoms, 
Demographic Features and Knowledge of Diabetes (pp. 0–32). https://doi.org/10.21203/rs.3.rs-
3200975/v1 

Okofu, S. N., Akazue, M. I., Oweimieotu, A. E., Ako, R. E., Ojugo, A. A., & Asuai, C. E. (2024). Improving 
Customer Trust through Fraud Prevention E-Commerce Model. Journal of Computing, Science and 
Technoloogy, 1(1), 76–86. 

Okofu, S. N., Anazia, K. E., Akazue, M. I., Okpor, M. D., Oweimieotu, A. E., Asuai, C. E., Nwokolo, G. A., Ojugo, 
A. A., & Ojei, E. O. (2024). Pilot Study on Consumer Preference, Intentions and Trust on Purchasing-
Pattern for Online Virtual Shops. International Journal of Advances in Computer Science and 
Applications, 15(7), 804–811. https://doi.org/10.14569/IJACSA.2024.0150780 

Okpor, M. D., Aghware, F. O., Akazue, M. I., Eboka, A. O., Ako, R. E., Ojugo, A. A., Odiakaose, C. C., Binitie, A. 
P., Geteloma, V. O., & Ejeh, P. O. (2024). Pilot Study on Enhanced Detection of Cues over Malicious 
Sites Using Data Balancing on the Random Forest Ensemble. Journal of Future Artificial Intelligence 
and Technologies, 1(2), 109–123. https://doi.org/10.62411/faith.2024-14 

Okpor, M. D., Anazia, K. E., Adigwe, W., Okpako, E. A., Setiadi, D. R. I. M., Ojugo, A. A., Omoruwou, F., Ako, R. 
E., Geteloma, V. O., Ugbotu, E. V., Aghaunor, T. C., & Oweimieotu, A. E. (2025). Unmasking effects of 
feature selection and SMOTE-Tomek in tree-based random forest for scorch occurrence detection. 
Bulletin of Electrical Engineering and Informatics, 14(3), 1–12. 
https://doi.org/10.11591/eei.v14i3.8901 

 
 



   
  
 
  
  
 
 

  

 
 

78 

Creative Research Publishers       
https://www.crossref.org/06members/50go-live.html      Vol  11, No  2, June 2025 Series  

 

Omede, E. U., Edje, A. E., Akazue, M. I., Utomwen, H., & Ojugo, A. A. (2024). IMANoBAS: An Improved Multi-
Mode Alert Notification IoT-based Anti-Burglar Defense System. Journal of Computing Theories and 
Applications, 1(3), 273–283. https://doi.org/10.62411/jcta.9541 

Omoruwou, F., Ojugo, A. A., & Ilodigwe, S. E. (2024). Strategic Feature Selection for Enhanced Scorch 
Prediction in Flexible Polyurethane Form Manufacturing. Journal of Computing Theories and 
Applications, 1(3), 346–357. https://doi.org/10.62411/jcta.9539 

Onoma, P. A., Agboi, J., Geteloma, V. O., Max-egba, A. T., Eboka, A. O., Ojugo, A. A., Odiakaose, C. C., Ugbotu, 
E. V., Aghaunor, T. C., & Binitie, A. P. (2025). Investigating an Anomaly-based Intrusion Detection via 
Tree-based Adaptive Boosting Ensemble. Journal of Fuzzy Systems and Control, 3(1), 90–97. 
https://doi.org/10.59247/jfsc.v3i1.279 

Onoma, P. A., Agboi, J., Ugbotu, E. V., Aghaunor, T. C., Odiakaose, C. C., Ojugo, A. A., Eboka, A. O., Binitie, A. 
P., Ezzeh, P. O., Ejeh, P. O., Onochie, C. C., Geteloma, V. O., Emordi, F. U., Orobor, A. I., & Obruche, C. 
O. (2025). Attrition Rate Prediction using a Frequency-Recency- Monetization-based SMOTEEN-
Boosted Approach. MSIS - International Journal of Advanced Computing and Intelligent System, 3(1), 
1–11. https://msis-press.com/paper/ijacis/3/1/20 

Onoma, P. A., Ako, R. E., Anazia, K. E., Oghorodi, D., Okpako, E. A., Onochie, C. C., Geteloma, V. O., & Ezzeh, 
P. O. (2025). Quest for ground-truth or stochastic myth by levearing the AI-Powered wearable device 
for dementia disease detection: a pilot study. FUPRE Journal of Scientific and Industrial Research, 
9(3), 343–358. https://journal.fupre.edu.ng/index.php/fjsir/article/view/481 

Onoma, P. A., Ako, R. E., Ojugo, A. A., Geteloma, V. O., Akhutie-Anthony, P., & Okperigho, S. U. (2025). 
Dementia detection and management using wearable device fused with Deep learning scheme. 
FUPRE Journal of Scientific and Industrial Research, 9(3), 236–252. 
https://journal.fupre.edu.ng/index.php/fjsir/article/view/474 

Onoma, P. A., Ugbotu, E. V., Aghaunor, T. C., Agboi, J., Ojugo, A. A., Odiakaose, C. C., & Max-egba, A. T. 
(2025). Voice-based Dynamic Time Warping Recognition Scheme for Enhanced Database Access 
Security. Journal of Fuzzy Systems and Control, 3(1), 81–89. https://doi.org/10.59247/jfsc.v3i1.293 

Onoma, P. A., Ugbotu, E. V., Aghaunor, T. C., Odiakaose, C. C., Max-Egba, A. T., Niemogha, S. U., Eboka, A. O., 
Onochie, C. C., & Abdukkahi, M. B. (2025). Investigating intrusion detection using a culturally-inspired 
Genetic Algorithm Trained Neural network ensemble. FUPRE Journal of PetroScience, 1(1), 132–149. 
https://www.researchgate.net/publication/396651364_Investigating_Intrusion_Detection_Using_a_
Culturally-Inspired_Genetic_Algorithm_Trained_Neural_Network_Ensemble 

Oppenheimer, R., Chris, S., & Upadhyay, S. (2024). AlzAI : Leveraging Machine Learning for Early Detection 
of Alzheimer ’ s Disease and Dementia AlzAI : Leveraging Machine Learning for Early Detection of 
Alzheimer ’ s Disease and Dementia Abstract-. June. 
https://doi.org/10.13140/RG.2.2.14247.97444 

Otorokpo, E. A., Okpor, M. D., Yoro, R. E., Brizimor, S. E., Ifioko, A. M., Obasuyi, D. A., Odiakaose, C. C., Ojugo, 
A. A., Atuduhor, R. R., Akiakeme, E., Ako, R. E., & Geteloma, V. O. (2024). DaBO-BoostE: Enhanced 
Data Balancing via Oversampling Technique for a Boosting Ensemble in Card-Fraud Detection. 
Advances in Multidisciplinary & Scientific Research Journal Publications, 12(2), 45–66. 
https://doi.org/10.22624/AIMS/MATHS/V12N2P4 

Oyemade, D. A., & Ojugo, A. A. (2020). A property oriented pandemic surviving trading model. International 
Journal of Advanced Trends in Computer Science and Engineering, 9(5), 7397–7404. 
https://doi.org/10.30534/ijatcse/2020/71952020 

Parikh, R. B., Manz, C., Chivers, C., Regli, S. H., Braun, J., Draugelis, M. E., Schuchter, L. M., Shulman, L. N., 
Navathe, A. S., Patel, M. S., & O’Connor, N. R. (2019). Machine Learning Approaches to Predict 6-
Month Mortality Among Patients With Cancer. JAMA Network Open, 2(10), e1915997. 
https://doi.org/10.1001/jamanetworkopen.2019.15997 

Pratama, N. R., Setiadi, D. R. I. M., Harkespan, I., & Ojugo, A. A. (2025). Feature Fusion with Albumentation 
for Enhancing Monkeypox Detection Using Deep Learning Models. Journal of Computing Theories and 
Applications, 2(3), 427–440. https://doi.org/10.62411/jcta.12255 



   
  
 
  
  
 
 

  

 
 

79 

Creative Research Publishers       
https://www.crossref.org/06members/50go-live.html      Vol  11, No  2, June 2025 Series  

 

Qasrawi, R., Amro, M., VicunaPolo, S., Abu Al-Halawa, D., Agha, H., Abu Seir, R., Hoteit, M., Hoteit, R., 
Allehdan, S., Behzad, N., Bookari, K., AlKhalaf, M., Al-Sabbah, H., Badran, E., & Tayyem, R. (2022). 
Machine learning techniques for predicting depression and anxiety in pregnant and postpartum 
women during the COVID-19 pandemic: a cross-sectional regional study. F1000Research, 11, 390. 
https://doi.org/10.12688/f1000research.110090.1 

Razali, N., Mostafa, S. A., Mustapha, A., Wahab, M. H. A., & Ibrahim, N. A. (2020). Risk Factors of Cervical 
Cancer using Classification in Data Mining. Journal of Physics: Conference Series, 1529(2), 022102. 
https://doi.org/10.1088/1742-6596/1529/2/022102 

Reinke, C., Doblhammer, G., Schmid, M., & Welchowski, T. (2023). Dementia risk predictions from German 
claims data using methods of machine learning. Alzheimer’s and Dementia, 19(2), 477–486. 
https://doi.org/10.1002/alz.12663 

Said, H., Tawfik, B. B. S., & Makhlouf, M. A. (2023). A Deep Learning Approach for Sentiment Classification 
of COVID-19 Vaccination Tweets. International Journal of Advanced Computer Science and 
Applications, 14(4), 530–538. https://doi.org/10.14569/IJACSA.2023.0140458 

Schwertner, E., Pereira, J. B., Xu, H., Secnik, J., Winblad, B., Eriksdotter, M., Nägga, K., & Religa, D. (2022). 
Behavioral and Psychological Symptoms of Dementia in Different Dementia Disorders: A Large-Scale 
Study of 10,000 Individuals. Journal of Alzheimer’s Disease, 87(3), 1307–1318. 
https://doi.org/10.3233/JAD-215198 

Setiadi, D. R. I. M., Muslikh, A. R., Iriananda, S. W., Warto, W., Gondohanindijo, J., & Ojugo, A. A. (2024). 
Outlier Detection Using Gaussian Mixture Model Clustering to Optimize XGBoost for Credit Approval 
Prediction. Journal of Computing Theories and Applications, 2(2), 244–255. 
https://doi.org/10.62411/jcta.11638 

Setiadi, D. R. I. M., Nugroho, K., Muslikh, A. R., Iriananda, S. W., & Ojugo, A. A. (2024). Integrating SMOTE-
Tomek and Fusion Learning with XGBoost Meta-Learner for Robust Diabetes Recognition. Journal of 
Future Artificial Intelligence and Technologies, 1(1), 23–38. https://doi.org/10.62411/faith.2024-11 

Setiadi, D. R. I. M., Ojugo, A. A., Pribadi, O., Kartikadarma, E., Setyoko, B. H., Widiono, S., Robet, R., 
Aghaunor, T. C., & Ugbotu, E. V. (2025). Integrating Hybrid Statistical and Unsupervised LSTM-Guided 
Feature Extraction for Breast Cancer Detection. Journal of Computing Theories and Applications, 2(4), 
536–550. https://doi.org/10.62411/jcta.12698 

Setiadi, D. R. I. M., Susanto, A., Nugroho, K., Muslikh, A. R., Ojugo, A. A., & Gan, H. (2024). Rice yield 
forecasting using hybrid quantum deep learning model. MDPI Computers, 13(191), 1–18. 
https://doi.org/10.3390/computers13080191 

Setiadi, D. R. I. M., Sutojo, T., Rustad, S., Akrom, M., Ghosal, S. K., Nguyen, M. T., & Ojugo, A. A. (2025). 
Single Qubit Quantum Logistic-Sine XYZ-Rotation Maps: An Ultra-Wide Range Dynamics for Image 
Encryption. Computers, Materials & Continua, 83(2), 1–28. 
https://doi.org/10.32604/cmc.2025.063729 

Simegn, G. L., & Degu, M. Z. (2025). Maternal health risk analysis, automated pregnancy risk level 
identification and status monitoring system based on multivariable clinical data. Health Technology, 
9, 1–1. https://doi.org/10.21037/ht-23-10 

Soni, A., Santos-Paulo, S., Segerdahl, A., Javaid, M. K., Pinedo-Villanueva, R., & Tracey, I. (2020). 
Hospitalization in fibromyalgia: A cohort-level observational study of in-patient procedures, costs and 
geographical variation in England. Rheumatology (United Kingdom), 59(8), 2074–2084. 
https://doi.org/10.1093/rheumatology/kez499 

Suruliandi, A., Mariammal, G., & Raja, S. P. (2021). Crop prediction based on soil and environmental 
characteristics using feature selection techniques. Mathematical and Computer Modelling of 
Dynamical Systems, 27(1), 117–140. https://doi.org/10.1080/13873954.2021.1882505 

Tanimu, J. J., Hamada, M., Hassan, M., Kakudi, H., & Abiodun, J. O. (2022). A Machine Learning Method for 
Classification of Cervical Cancer. Electronics, 11(3), 463. 
https://doi.org/10.3390/electronics11030463 

 



   
  
 
  
  
 
 

  

 
 

80 

Creative Research Publishers       
https://www.crossref.org/06members/50go-live.html      Vol  11, No  2, June 2025 Series  

 

Throm, E., Gui, A., Haartsen, R., da Costa, P. F., Leech, R., Mason, L., & Jones, E. J. H. (2025). Combining 
Real-Time Neuroimaging With Machine Learning to Study Attention to Familiar Faces During Infancy: A 
Proof of Principle Study. Developmental Science, 28(1). https://doi.org/10.1111/desc.13592 

Tyler Morris, Ziming Liu, Longjian Liu, & Xiaopeng Zhao. (2023). Using a Convolutional Neural Network and 
Explainable AI toDiagnose Dementia Based on MRI Scans. Alzheimer’s and Dementia, 19(4), 1598–
1695. 

Ugbotu, E., Ako, R., Odoh, A., Oghorodi, D., Okpako, E., Aghaunor, T., Emordi, F., Ugboh, E., Agboi, J., 
Odiakaose, C., Ojugo, A., Geteloma, V., Abere, R., Idama, R., Eboka, A., Ezzeh, P., Onochie, C., 
Oweimieotu, A., Ojo, B., & Onoma, P. (2025). Equipping the GREDDIoMT Device with Early Behavioural 
Risk Detection of Dementia via a Pre-Activated SENet fused BiGRU. Journal of Behavioural 
Informatics, Digital Humanities and Development Research, 11(3), 36–56. 
https://doi.org/10.22624/AIMS/BHI/V11N3P4 

Ugbotu, E. V., Aghaunor, T. C., Agboi, J., Max-Egba, T. A., Onoma, P. A., Geteloma, V. O., Eboka, A. O., Binitie, 
A. P., Ako, R. E., Nwozor, B. U., Onochie, C. C., Ojugo, A. A., Jumbo, E. F., Oweimieotu, A. E., & 
Odiakaose, C. C. (2025). Transfer Learning Using a CNN Fused Random Forest for SMS Spam 
Detection with Semantic Normalization of Text Corpus. NIPES - Journal of Science and Technology 
Research, 7(2), 371–382. https://doi.org/10.37933/nipes/7.2.2025.29 

Ugbotu, E. V., Emordi, F. U., Ugboh, E., Anazia, K. E., Odiakaose, C. C., Onoma, P. A., Idama, R. O., Ojugo, A. 
A., Geteloma, V. O., Oweimieotu, A. E., Aghaunor, T. C., Binitie, A. P., Odoh, A., Onochie, C. C., Ezzeh, P. 
O., Eboka, A. O., Agboi, J., & Ejeh, P. O. (2025). Investigating a SMOTE-Tomek Boosted Stacked 
Learning Scheme for Phishing Website Detection: A Pilot Study. Journal of Computing Theories and 
Applications, 3(2), 145–159. https://doi.org/10.62411/jcta.14472 

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, Ł., & Polosukhin, I. 
(2017). Attention is All you Need. In I. Guyon, U. Von Luxburg, S. Bengio, H. Wallach, R. Fergus, S. 
Vishwanathan, & R. Garnett (Eds.), Advances in Neural Information Processing Systems (Vol. 30). 
Curran Associates, Inc. 

Yao, J., Wang, C., Hu, C., & Huang, X. (2022). Chinese Spam Detection Using a Hybrid BiGRU-CNN Network 
with Joint Textual and Phonetic Embedding. Electronics, 11(15), 2418. 
https://doi.org/10.3390/electronics11152418 

Yoro, R. E., & Ojugo, A. A. (2019a). An Intelligent Model Using Relationship in Weather Conditions to Predict 
Livestock-Fish Farming Yield and Production in Nigeria. American Journal of Modeling and 
Optimization, 7(2), 35–41. https://doi.org/10.12691/ajmo-7-2-1 

Yoro, R. E., & Ojugo, A. A. (2019b). Quest for Prevalence Rate of Hepatitis-B Virus Infection in the Nigeria: 
Comparative Study of Supervised Versus Unsupervised Models. American Journal of Modeling and 
Optimization, 7(2), 42–48. https://doi.org/10.12691/ajmo-7-2-2 

Yoro, R. E., Okpor, M. D., Akazue, M. I., Okpako, E. A., Eboka, A. O., Ejeh, P. O., Ojugo, A. A., Odiakaose, C. C., 
Binitie, A. P., Ako, R. E., Geteloma, V. O., Onoma, P. A., Max-Egba, A. T., Ibor, A. E., Onyemenem, I. S., & 
Ukwandu, E. (2025). Adaptive DDoS detection mode in software-defined SIP-VoIP using transfer 
learning with boosted meta-learner. PLOS One, 20(6), e0326571. 
https://doi.org/10.1371/journal.pone.0326571 

Zetterman, T., Nieminen, A. I., Markkula, R., Kalso, E., & Lötsch, J. (2024). Machine learning identifies 
fatigue as a key symptom of fibromyalgia reflected in tyrosine, purine, pyrimidine, and glutaminergic 
metabolism. Clinical and Translational Science, 17(3). https://doi.org/10.1111/cts.13740 

Zuama, L. R., Setiadi, D. R. I. M., Susanto, A., Santosa, S., & Ojugo, A. A. (2025). High-Performance Face 
Spoofing Detection using Feature Fusion of FaceNet and Tuned DenseNet201. Journal of Future 
Artificial Intelligence and Technologies, 1(4), 385–400. doi.org/10.62411/faith.3048-3719-62 

 


