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ABSTRACT 
 
Machine learning has been a subject undergoing intense 
study across many different industries and fortunately, 
companies are becoming gradually more aware of the 
various machine learning approaches to solve their 
problems. However, to fully harvest the potential of 
different machine learning models and to achieve efficient 
results, one needs to have a good understanding of the 
application of the models and the nature of data. This paper 
aims to investigate different approaches to obtain good 
results of the machine learning algorithms applied for a 
given forecasting task. To this end, the paper critically 
analyzes and investigate the applicability of machine 
learning algorithm in sales forecasting under dynamic 
conditions, develop a forecasting model based on the 
regression model, and evaluate the performance of four 
machine learning regression algorithms (Random Forest, 
Extreme Gradient Boosting, Support Vector Machine for 
Regression and Ensemble Model) using data set from 
Nigeria retail shops for sales forecasting based on 
performance matrices such as R-squared, Root Mean 
Square Error, Mean Absolute Error and Mean Absolute 
Percentage Error. 
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1.   INTRODUCTION 
 
Earlier supermarkets used to order goods without considering the number of sales and demand. 
Morden supermarket requires past and present sales data before ordering for s to profit (Mohit, 
2017). In today’s highly competitive environment and dynamic consumer landscape, accurate 
and timely forecasting of future revenue or sales can offer valuable insight to supermarkets’ 
orders, planning, stock management, growth, and decision-making (Wacker & Lummus, 2018). 
Sales forecasting is particularly important because of the limited shelf-life of many household 
goods which leads to a loss of income in both shortage and surplus situations (Martne, 2019). 
 
Most supermarket managers make sales predictions randomly by the rule of the thumb 
especially in developed countries like Computer-assisted predictions can be more accurate than 
expert predictions. To achieve a computer system that plays a better managerial role is to try 
and model the professional managers’ skills in a computer program (Fallah & Ahrens, 2016). 
Using Machine Learning techniques with the available sales data and information, one can 
automatically develop accurate sales, forecasting models. This approach is simpler, more 
flexible (adapt to data change), and not prejudiced by a single sales manager’s particularities 
(Qu et. al., 2017). 
 
Previously, forecasting models such as statistical models, time series, linear regression, feature 
engineering, and Random Forest Regressors were used to forecast sales but the complexity of 
predicting sales calls for a more intelligent model that can learn from previous data and 
automatic predictions (Wang et. al., 2017). The challenge this research tries to address is how 
information about different items sold in different supermarkets in Nasarawa State can be used 
to forecast sales in new stores through the application of features engineered to propose an 
intelligent Machine Learning model that is more accurate than the traditional method.  
 
2. LITERATURE SURVEY  
 
Although researchers have tried modelling sales and demand forecasting systems much is still 
left not researched. Works of literature on a few sales forecasting systems are reviewed below. 
XGBoost is used for binary classification in a supervised machine learning system capable of 
matching internet devices to web cookies. XGBoost is used to improve the marketer’s ability to 
identify individual users as they switch between devices and show relevant 
content/recommendations to users wherever they go. Support Vector Machine (SVM) had been 
applied to demand forecasting. Garcia et al. (2012), in their study, proposed an intelligent 
model that relies on supporting vector machines to deal with issues relating to the allocation 
and revelation of new models. Kandananond (2012) showed that SVM surpassed Artificial 
Neural Networks in estimating demand for consumer goods. Holmberg (2017) observed that 
regular restaurant sales be influenced by the weather. They considered two Machine Learning 
algorithms as XGBoost and neural network, and the results showed that the XGBoost algorithm 
is more accurate than the other algorithm, and they also found that they had improved their 
model performance by 2-4 percentage points by considering weather factors. To improve 
accuracy, they had considered numerous variables such as date characteristics, sales history, 
and weather factors. 
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Grigorios (2016) had used Machine Learning techniques to perform a survey on the forecasting 
of food sales. They had addressed data analyst design decisions such as temporal granularity, 
output variable, and input variables in this survey. In this paper, the authors experimented by 
taking the point of sale (POS) as internal data and even external data by considering different 
environments to enhance the efficiency of demand forecasting. They considered different 
Machine Learning algorithms such as Boosted Decision Tree Regression, Bayesian Linear 
Regression, and Decision Forest Regression for evaluation, In particular, Support Vector 
Machine (SVM) had been applied to demand forecasting.  Garcia et. al., (2012), in their study, 
proposed an intelligent model that relies on supporting vector machines to deal with issues 
relating to the allocation and revelation of new models. Kandananond (2012) showed that SVM 
surpassed Artificial Neural Networks in estimating demand for consumer goods. 
 
XGboost is being used in research areas of growing importance such as miRNA-disease 
association prediction, a problem that has been addressed using either Network Analysis or 
Machine Learning techniques (Xing et. al., 2018). Also applied in old but continuing problems 
such as bankruptcy prediction (Maciej et. al., 2018). In addition to other prediction problems 
such as crude oil price (Mesut and Mustafa, 2017), grid-connected photovoltaic plant 
production (Ferlito et. al., 2017), and as a part of a forecasting system for bird’s migration 
(Benjamin & Kyle, 2018).   Previously, most of the studies focused on considering the metrics 
as mean absolute error, mean squared error, median absolute error, and k-fold cross-validation 
is used for training and testing data. Metrics like max error, accuracy, and mean absolute error 
are considered in this research. In this study stratified, the K-fold cross-validation technique is 
used for training and testing to increase the efficiency of the results. In this study, a suitable 
algorithm is chosen for sales forecasting. 
 
Ali and Vehmas (2016) incorporate weather data into retail sales forecasting. They predict daily 
sales of products based on time series forecast and a regression model accounting for the 
weather effects. They find that forecasting accuracy for weather-sensitive product categories 
can be improved by using this method. Fildes et. al., (2019) listed several machine learning and 
nonlinear regression models used for sales prediction. They opined that most published 
research has found improvements from using nonlinear methods rather than linear regressions 
but remark that this may well arise from publication bias. The models used for product sales 
prediction include back-propagation neural networks, fuzzy neural networks, regression trees, 
grey relation analysis and multilayer functional link networks, two-level switching models that 
select between a simple moving average and k-nearest neighbour or decision trees, support 
vector machines (Pillo et. al., 2016), wavelets (Michis, 2015), fuzzy set approach (Veiga et. al., 
2016) and Bayesian P-splines (Lang e.t al., 2015). Also, extreme learning machines are used 
in several studies.  
 
Due to computational limitations, studies with nonlinear regression models often use only small 
datasets (i.e., datasets with tens of products). The exception to this is Mukherjee et. al., (2018), 
where authors develop a demand density forecasting model with a multi-layered hybrid deep 
neural network for inventory management in Flipkart.com. They model demand density using a 
mixture of Gaussian distributions and report significant improvement in prediction accuracy. 
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3. METHODOLOGY 
 
The Agile model system development life cycle was adopted in this research where there is a 
continuous interaction of model development, implementation procedures, and testing with 
collected sales data which represent customers’ expectations. The entire modelling process 
was divided into small incremental stages with time frames that represent sprint in the Agile 
model development life cycle. Each sprint in this research consists of the planning, requirement 
analysis, designing, building, and testing phase which lasted for four (4) weeks. After every 
development stage, the behaviour of data generated from input data is tested and compared 
with historical data and other standard methods to test data accuracy before evaluating the 
performance of machine learning algorithms. The research development life cycle is as shown 
in figure 1. 

 
Fig 1: The research development life cycle 

 
 
3.1 Population Sample of the Study  
In this study, the sales data collected from the point-of-sale system of ten outlets of Bakan Gizo 
supermarket within Nasarawa State, Nigeria was used for the study. The supermarket outlets 
sell a very wide range of brands (more than 20,000 brands) of products ranging from beverages 
and frozen foods to household commodities and other Nigeria traditional items. This dataset 
includes 2018-2020 sales data and includes 2000 products distributed across the ten stores 
in Nasarawa states in Nigeria. 
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The data set consists of 8523 observations (instances or rows) and 12 attributes (variables or 
columns). Each of these observations represents a unique product/item that possesses a 
unique identification number. Also, each item has a value for all the 12 variables. These 
variables of the data set can be classified into two groups; those related to the item itself (8 
variables), and the others are related to the store in which those items are exhibited (4 
variables). The complete set of variables is as shown in table 1. 

 
Table 1: List of Variables 

 
 
4. RESULTS AND DISCUSSIONS 
 
4.1 Data Analysis and Results 
The resulting measurements of each model are presented in four separate tables where each 
table represents conditions under which the models were developed. Each table below shows 
the values associated with each performance evaluation metric (RMSE, R-square, MAPE, and 
MAE) for each one of the three models (Random Forest Regressor, Extreme Gradient Boosting 
model, Support Vector Machine Regression model). Each metric has two lines showing the 
results of validation and testing sets. 
 
 

S/No Variables Description Feature Type 
1. Store identifier.  Unique identifier for an 

outlet 
Categorical 

2. Store location Type. Unique identifier for outlet 
location 

Categorical 

3. Store Type.  Unique identifier for outlet 
type 

Categorical 

4. Store Size. Unique identifier for outlet 
size 

Categorical 

5. Store establishment year. Unique identifier for outlet 
year of establishment 

Categorical 

6. Item identifier.  Unique identifier for the item Categorical 
7. Item weight.  Unique identifier for item 

weight 
Numeric 

8. Item fat content.  Unique identifier for item fat 
content  

Categorical 

9. Item visibility.   Unique identifier for item 
visibility 

Numeric 

10. Item type.  Unique identifier for the item 
type 

Categorical 

11. Item MRP.  Unique identifier for item 
MRP 

Numeric 

12, Item store sales Unique identifier for item 
store sale 

Numeric 
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Table 2: Models performance – full set of features – tuning not applied 
 

Parameter 
Algorithm 

RF Xgboost SVR 
RMSE 1.9358 1.9632 1.9831 

1.94012 1.9446 1.9782 
R-Square 0.70621 0.6981 0.6916 

0.70344 0.6910 0.7026 
MAPE 13.79424 13.9871 14.0261 

13.46512 13.7326 13.7301 
MAE 1.51725 1.5376 1.5182 

1.50772 1.5173 1.5171 
 
 

 
 

Figure 2: Models Performance Full Set of Features (Tuning Not Applied) 
 
Table 4.1 and figure 4.1 show the result and performance of the models with their default 
hyperparameter and the basic configuration. From the RMSE perspective, the RF algorithm is 
associated with the lowest score of 1.935, while slightly higher values with the two models 
Xgboost and SVR. In respect to R2 scores, again RF best performed with a value of 0.706 which 
is slightly better than SVR’s value of 0.702, but both of the algorithms show very close values. 
boost performance is slightly weaker with a value of 0.698. MAPE and MAE values are 
consistent with the ratio of error for all of the models; ranging between 13.456 per cent for RF 
to 14.026 per cent for the SVR model. 
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Table 3: Models performance – full set of features – tuning applied 
 

 

 
 

Figure 3: Models Performance: Full Set of Features (Tuning Applied) 
 
 
From table 3 and figure 3, hyper-parameter optimization has also improved the performance of 
the three algorithms. With performing tuning optimization, the algorithms performed at the 
same level with an R2 square of around 0.70.  
 
 

Parameter 
Algorithm 

RF xgboost SVR 

    

RMSE 1.9262 1.9331 1.9401 

1.9285 1.9451 1.9543 

R-Square 0.7074 0.7054 0.7004 

0.70761 0.7034 0.70345 

MAPE 13.8188 13.4431 13.8900 

13.5788 13.8566 13.6640 

MAE 1.0505 1.4971 1.5029 
1.4911 1.4944 1.5046 
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Table 4: Models performance – the subset of features (16, the union) 

 
 

 
 

Figure 4: Models Performance: Subset of Features (16, the union) 
 
 
 
 

Parameter 
Algorithm 

RF Xgboost SVR 

RMSE 1.9188 1.9172 1.9079 

1.8687 1.8917 1.8587 

R-Square 0.71503 0.7123 0.7123 

0.7307 0.7210 0.7210 

MAPE 13.1181 13.1611 13.0712 

13.5822 13.6121 13.5454 

MAE 1.4792 1.4816 1.4515 

1.4553 1.4881 1.4298 
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Table 4.3 and figure 4.3 present the results associated with models’ developments using the 
subset of features selected (union approach; using 16 features). Looking at the R2 scores, it 
can be observed that SVR and Xgboost have almost identical performances with recorded 
values around 0.72, while the RF model performed better with an R2 value of 0.73. 
Consequently, the RMSE score has been reduced best by the RF model to 1.858, while Xgboost 
and SVR have reduced the score to 1.868 and 1.891 respectively. 
 
Table 5: Models performance – the subset of features (5, the intersection) 

 
 

 
 

Figure 4.4: Models Performance – Subset of Features (5, the intersection) 
 

Parameter 
Algorithm 

RF Xgboost SVR 

RMSE 1.8619 1.8784 1.8881 

1.9098 1.9239 1.9239 

R-Square 0.7103 0.7102 0.7102 

0.7103 0.7102 0.7102 

MAPE 13.5906 13.7652 13.5906 

13.2112 13.2685 13.2218 

MAE 1.3561 1.4804 1.4851 

1.3578 1.4682 1.4697 
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Finally, table 5 and figure 5 present the results associated with the model’s developments using 
the subset of features selected (intersection approach; using only five features). Comparing R2 
values of the three models to the R2 values in Table 4.3, we can see that they are very close to 
each other; around 0.7102 for Xgboost and SVR and almost 0.7103 for RF 
 
4.2 Discussion of Findings 
In general, Random Forest, Xgboost, and Support Vector Machine have performed well and 
resulted in the best fitting on the data. To conclude on the performance of the algorithms, it is 
important to combine the evaluation of the performance with an understanding of the data 
itself. For example, with much larger samples and data sets, the algorithms can learn more from 
bigger training data. 
 
Another important aspect regarding the data itself is the type of information recorded and used 
as predictors highly affects the performance of algorithms; when sales are the target for a 
prediction task, it would be of great benefit to record some other important features that would 
have a more direct relationship with the target variable. Those features are, for example, the 
number of customers or visitors on a given day. Another feature is whether or not a particular 
item is on sales or not, or more generally whether or not a discount policy is applied or offers 
are provided. Sales would be affected by these features and thus it worth for the supermarket 
to record such piece of more informative features. 
 
Based on the results presented in the four tables, the fourth one includes the highest R2 values 
and the most reduced errors, and this has to do with what has been mentioned on the subject 
of whether or not the set of predictors are informative or not.  Models could have achieved 
better performance using only a subset of features (16 features) out of the original complete 
set of 28 features. Feature selection impact was better than performing hyperparameter 
optimization, which is computationally very expensive, and the effect of ensemble learning, and 
also the effect of two of them combined (the last column of Table 4.2).  
 
Not only limited to the union approach for feature selection but also the intersection approach 
has resulted in very close results to the union approach. The results of feature selection 
achieved an improvement of (3%) in the R2 value compared to the first configuration of the 
models, and by 2(%) compared to the tuned models. In other words, we could predict sales with 
a better level of accuracy using only five features. 
 
In simple terms, Random Forest Regression Algorithm performed well after doing all the studies 
when compared with Extreme Gradient Boosting and Support Vector Machine algorithm. Hence, 
the Random Forest Regression Algorithm is considered the best suitable algorithm for 
forecasting product sales. 
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5. CONCLUSIONS 
 
In this paper, we used three machine learning algorithms (Random Forest, Extreme Gradient 
Boosting, and Support Vector Machine algorithm) for sales forecasting, RF performed better, as 
it had a lower mean absolute error than the other two models. We also observed that getting 
more data would generally increase the predictive power of our models. Also, guarantee a world-
free of ADE. 
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